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Abstract

We conduct a two-stage game experiment with a non-excludable public good. In the first stage, two subjects choose simultaneously whether or not they commit to contributing nothing to provide a pure public good. In the second stage, knowing the other subject’s commitment decision, subjects who did not commit in the first stage choose contributions to the public good. We found no support for the evolutionary stable strategy equilibrium, and the ratio of subjects who did not commit to contributing nothing increased as periods advanced; that is, the free-riding rate declined over time. Furthermore, this behavior did not arise due to altruism or kindness among subjects, but from spiteful behavior of subjects.
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1. Introduction

Research on public goods has been one of the most important economic problems after Samuelson (1954). A pure public good is characterized by the following two properties:

1. non-excludability: no agent can be excluded from consuming the public good, and
2. non-rivalriness: consumption of the public good by one agent does not decrease the quantity available for consumption by any other agents (see Samuelson, 1954; Musgrave and Musgrave, 1973).

Although both mechanism designers and experimentalists have been investigating efficient provision of public goods, their focus is frequently on excludable public goods. The reason is that free-riders are easily excluded from the benefit of public goods through an organization such as a club. However, the problems arising from non-excludability are increasingly important in many practical circumstances, such as for international treaties.

A recent example is the Kyoto Protocol to cope with global warming and climate change. It took years to agree on the basic framework, the United Nations Framework Convention on Climate Change (UNFCCC), to reduce the green house gases. UNFCCC was adopted in 1992 and entered into force in 1994. The parties of UNFCCC adopted the Kyoto Protocol in 1997. The Protocol is a mechanism in our terminology to attain the aim of UNFCCC. As of July 2003, 84 parties including the United States have signed the Protocol, and 111 parties have either ratified or acceded to it. In March 2001, however, President Bush announced that the US would not ratify the Protocol because it is detrimental to the US economy. This could limit the effectiveness of the Protocol.\footnote{Another contemporary example is the chemical weapons convention (CWC). Several countries suspected of developing chemical weapons, such as Afghanistan, Iraq, Libya, North Korea, and Syria, have not yet ratified the CWC. This could limit the effectiveness of the CWC. An important historical example is the League of Nations. Following World War I President Woodrow Wilson strongly supported the League, but the US Congress never ratified the Treaty of Versailles and so the USA never joined the League.}

Voluntary public goods provision by individuals—such as for public broadcasting—often faces a similar problem. For example, a part of public broadcasting in Japan is supported by the public broadcasting fee. Every family must pay the fee by law, but many choose not to and enjoy the benefit of the public broadcasting that is non-excludable, since enforcement is practically non-existent. A natural question to ask is what would happen if we allow agents to commit to contributing nothing before they play the voluntary contribution mechanism.

Mechanism designers such as Groves and Ledyard (1977), Hurwicz (1979), Walker (1981) and Dutta et al. (1995) and their followers constructed mechanisms achieving Pareto efficient outcomes with several other normative criteria, but all agents in these mechanisms must play a strategy specified in them. That is, agents do not have freedom to not play any strategy so that they can free-ride on the benefit from the pure public good provided by others. Experimental research on the provision of public goods has focused on the
voluntary contribution mechanism. 2 All subjects in the experiments must choose a number corresponding to their amount of contributions. Although zero contribution is often an option, subjects cannot refuse to choose a number and at the same time enjoy the benefit from the public goods.

Recently, Saijo and Yamato (1999, 2001) shed new light on this aspect of pure public good provision mechanisms. For example, in the voluntary contribution mechanism, agents may have a choice to commit to contributing nothing before they play the game, and hence some of them can commit to free-ride. Saijo and Yamato (2001) proved an impossibility theorem stating that it is impossible to design a mechanism where all agents choose to commit to play the game in very reasonable environments. 3

This paper reports an experiment in which non-excludability is incorporated explicitly in the voluntary contribution mechanism. The following are the major features that distinguish it from other public goods experiments.

First, in order to introduce non-excludability, we model the voluntary contribution mechanism with pre-commitment in a two-stage game following Saijo and Yamato (1999). In the first stage, two subjects choose simultaneously whether or not they commit to contributing nothing to provide a pure public good. In the second stage, knowing the other subject’s commitment decision, subjects who elected not to commit in the first stage choose contributions to the public good.

Second, we employed a non-linear payoff function rather than the linear payoff function used in most of the previous experiments. Subjects receive payoffs based on a Cobb–Douglas transformation of their consumption of the public good and their private good. In our design, two subjects have the same non-linear payoff function. Therefore, the equilibrium outcome is interior rather than on the boundary of the strategy space. See Laury and Holt (2004) for a survey of the limited number of voluntary contribution game studies with interior Nash equilibria.

Third, we designed experiments in which the information is as complete as possible. We explained to subjects that everyone has the same payoff table and the same initial holdings. In addition, everyone knew the total number of repetitions. Moreover, we provided a payoff table called a detailed table that has complete payoff information and is qualitatively different from the rough payoff tables of previous experiments. 4 Our detailed table has information of two dimensions due to the non-linearity of the payoff function. Most of previous experiments used rough tables that have information of one dimension. We did not provide population feedback, however, regarding choices of other subjects outside the players own current pairing. For example, information on commitment decisions in the first stage is common knowledge between paired subjects, but no pair learns the commitment or contribution decisions of other pairs.

---

2 Another line of experimental research in public goods investigates performance of mechanisms achieving Pareto efficient outcomes such as the Groves–Ledyard mechanism. As Chen and Plott (1996) show, the Groves–Ledyard mechanism works very well under some suitable punishment parameters. But all agents must play strategies specified in the mechanism, consistent with the mechanism that they evaluate.

3 See also Dixit and Olson (2000), Moulin (1986), and Palfrey and Rosenthal (1984).

4 Saijo and Nakamura (1995) compared the effects of detailed payoff tables with rough payoff tables for a public goods environment with linear payoff functions.
Fourth, we used only two subjects in each group. The purpose of this design feature is twofold. First, we wanted to study the strategic behavior of subjects in a most simple environment. Second, we wanted an environment that fit well into basic evolutionary game theory; each treatment had twenty subjects and each subject was randomly paired with each other subject one at a time—a so-called “strangers” design. The same game was repeated 19 periods, 4 for practice and 15 for monetary reward, so as not to pair the same two subjects more than once.5

The above features of the experiment allow us to classify all strategies into three categories in the second stage: own payoff-maximizing, altruistic, and spiteful. If subject 2 commits to contributing nothing in the first stage and subject 1 does not, subject 1 who can choose a public good investment number has three possible strategies. Subject 1’s best response (that maximizes her own payoff) to the zero investment of subject 2 is called an own payoff-maximizing strategy.

On the other hand, subject 1 could invest more than the own payoff-maximizing strategy investment so that both subjects could enjoy an even higher level of the public good. Since subject 1’s investment level exceeds the own payoff-maximizing level, subject 1 suffers payoff loss comparing with the own payoff-maximizing strategy. We call this strategy an altruistic strategy. In our payoff setting, every investment that exceeds the own payoff-maximizing strategy falls into this category.

Another type of strategy is to invest less than the own payoff-maximizing strategy. Although subject 1 suffers payoff loss when she reduces the level of public good relative to her own payoff-maximizing investment, subject 2 suffers an even greater payoff loss than subject 1 does. This is because some reduction of investment from the own payoff-maximizing strategy does not hurt subject 1 much due to the first order condition at the own payoff-maximizing strategy. We call this strategy a spiteful strategy. In our payoff setting, every investment less than the own payoff-maximizing strategy satisfies this condition.

When neither subject commits to the zero investment, all strategies can be classified into these three categories in a similar manner, although it is necessary to make assumptions about subjects’ beliefs regarding the other subject’s investment.

The Prisoners’ Dilemma game represents the typical linear voluntary contribution mechanism without pre-commitment. However, in our two stage game setting, the normal form game representation of the first stage commitment decision is a Hawk–Dove game rather than the Prisoners’ Dilemma game. As usual, this Hawk–Dove game has two pure strategy Nash equilibria and one mixed strategy Nash equilibrium that is the unique evolutionarily stable strategy (ESS) equilibrium.

---

5 Our design also differed from most earlier experiments because subjects responded to questions such as, what is “your reason for your decision on your investment number?” in each period rather than only after the end of a session. This method has advantages and disadvantages. Subjects might be able to justify what they did after the end of a session, but they might not be able to do so at each period. Of course, these types of questions in each period might distract subjects from their decision process or encourage them to focus on self-justification or rationalization. But the questions might also promote more thoughtful decisions.

6 For the maximizing agent (subject 1), the difference between the payoff at the maximum and the payoff at a strategy close to the maximum is small since the payoff function is approximately flat at the maximum. Akerlof and Yellen (1985) observed similar phenomena in Keynesian business cycles and industrial organization theory: small deviations from maximizing behavior may cause changes in the equilibrium that are larger in magnitude.
We observed the following results. In our setting, subjects can easily recognize that free-riding is an option (i.e., subjects can commit to investing nothing in the first stage). Hence, one might expect more free-riding than in the usual voluntary contribution mechanism experiments in which a typical contribution pattern is early-period cooperation with eventual decay toward the free-riding outcome. However, we observed that the non-commitment rate, which is the ratio of the number of non-committing subjects to the total number of subjects, increased as periods advanced. In other words, the free-riding rate declined over time. Consequently, in the final two-thirds of our experiment, subjects’ non-commitment rates nearly always exceeded the ESS equilibrium non-commitment rate.

Why did this happen? A typical subject, say subject 1, behaved as follows. In the early periods subject 1 committed to investing zero, expecting a high payoff with free-riding. However, when her opponents did not commit to investing zero, they often did not choose the own payoff-maximizing investment strategy. Instead, these opponents often played a spiteful strategy by investing a smaller amount so as to reduce subject 1’s payoff more than their own payoff reduction. In fact, 68.4% of investment strategies chosen when one player committed to investing zero were spiteful, 30.9% were own payoff-maximizing, and 0.7% were altruistic. This spiteful behavior occurred even though spiteful subjects knew that they would not play the same subjects again in our experimental design. That is, the “punishment” through spitefulness could not have direct influence on payoffs in subsequent periods. Rather, punishment could have had only an indirect effect.

Nevertheless, the committing subject learned that commitment to investing zero was not beneficial to her because of the spiteful response by non-committing subjects, and hence she began regularly not committing. That is, it seemed that the reason why the ratio of non-committing subjects increases is not altruism or kindness, but instead is a strategic response to the spiteful behavior of other subjects.

The remainder of the paper is organized as follows. In Section 2 we explain the voluntary contribution mechanism with pre-commitment to contributing zero. Section 3 describes the experimental design. We present the results of the experiment in Section 4, and Section 5 concludes.

2. The voluntary contribution mechanism

2.1. The basic model

There are two subjects, a and b, and subject i (i = a, b) has \( w_i \) units of initial endowment of a private good. Each subject faces a decision of splitting \( w_i \) between her own consumption of the private good \( (x_i) \) and investment \( (y_i) \). The level of the public good each subject receives from the investments is \( y = y_a + y_b + w_y \), where \( w_y \) is the initial level of the public good. Therefore, each subject’s decision problem is to maximize her payoff \( u_i(x_i, y) \) subject to the constraint \( x_i + y_i = w_i \). We assume that all subjects have the same payoff function that is a monotonic transformation of a Cobb–Douglas type function: \( u_i(x_i, y) = \left( x_i^\alpha y^{1-\alpha} \right)^\beta / 50 + 500 \). We set \( (w_a, w_b, w_y) = (24, 24, 3) \), \( \alpha = 0.47 \), and \( \beta = 4.45 \). With these parameters the Nash equilibrium investment pair of the voluntary contribution mechanism is \( (\hat{y}_a, \hat{y}_b) = (7.69, 7.69) \) and the equilibrium level of the public
good is  \( \hat{y} = \hat{y}_a + \hat{y}_b + w_y = 18.38 \). The Pareto efficient level of the public good is  \( y^* = y_a^* + y_b^* + w_y = 12.02 + 12.02 + 3 = 27.04 \), which is determined uniquely by the Samuelson condition and the feasibility condition. Clearly, the level of the public good with the voluntary contribution mechanism \( \hat{y} \) is less than the Pareto efficient level of the public good \( y^* \). In our experiment, subjects choose integer investment numbers only. Hence the Nash equilibrium of this game is for each subject to contribute 8. No other Nash equilibria sneak into our model due to the discrete strategy choice set.

2.2. A two-stage game with pre-commitment to contributing nothing

In the above basic model, we have assumed implicitly that no subjects are allowed to pre-commit to contributing zero in the voluntary contribution mechanism. However, Saijo and Yamato (1999) show that there is a wide class of public goods provision mechanisms where subjects have incentives to pre-commit to investing nothing for public goods. The voluntary contribution mechanism is one of them. Consider now a two-stage game (see Fig. 1). In the first stage, each subject simultaneously decides whether or not she should commit to investing zero in the voluntary contribution mechanism without knowing the other subject’s decision. In the second stage, each subject decides how many units of her initial endowment she should invest after learning the other subject’s commitment decision.

Notice that commitment to investing zero is different from zero investment without commitment. Once subject \( a \) decides not to commit to investing zero, subject \( b \) must take account of this fact when she chooses her investment number without knowing subject \( a \)’s investment number. On the other hand, if subject \( a \) chooses zero commitment, then subject \( b \) knows that subject \( a \) invests nothing.

If neither subject decides to commit to investing zero, then the Nash equilibrium of that subgame is for each subject to contribute 8 and obtain a payoff of 7345 (see cell \( c \) of Table 1 in which the rows are for the subject’s own investment numbers and the columns are for the other subject’s investment numbers). If one subject commits to investing zero and the other

![Fig. 1. The game tree when subjects can choose whether or not they commit to contributing zero in the voluntary provision of a non-excludable public good.](image-url)
Table 1
Own payoff-maximizing, spiteful, and altruistic strategies. Subjects used a plain payoff table without tags or shades.

<table>
<thead>
<tr>
<th>Your Investment Number</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
</tr>
</thead>
<tbody>
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<td></td>
</tr>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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<td></td>
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<td></td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2
The payoff table becomes a Hawk–Dove game

<table>
<thead>
<tr>
<th>Not commit</th>
<th>Commit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–p1</td>
<td></td>
</tr>
<tr>
<td>p1</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The payoffs (7345, 7345) are based on the Nash equilibrium second stage investments of (8, 8) when neither commits to investing zero at the first stage (see Table 2). The payoffs (2658, 8278) (respectively (8278, 2658)) are based on the equilibrium investments of (0, 11) (respectively (11, 0)) when only player 1 (respectively player 2) commits. The payoffs are (706, 706) when both commit. The subgame perfect Nash equilibria of this initial stage commitment game are non-commitment probabilities for players 1 and 2 (p₁, p₂) of (1, 0), (0, 1), and (0.68, 0.68). The unique Evolutionary Stable Strategy (ESS) is (p₁, p₂) = (0.68, 0.68).

does not, then the subject who chose non-commitment maximizes her payoff at y₁ = 11 and obtains a payoff of 2658 (cell ℓ of Table 1), and the subject who chose commitment clearly invests nothing and obtains a payoff of 8278 (cell m of Table 1). If both subjects choose to commit to investing zero, both end up with a payoff of 706. These subgame equilibrium payoffs are incorporated into the normal form game payoff table shown in Table 2.

The game in Table 2 is a well-known Hawk–Dove game. Although the usual simplification of the public good problem is a Prisoners’ Dilemma game, we find that the proper simplification is a Hawk–Dove game when we allow subjects to commit to investing zero. There are two pure strategy Nash equilibria: either one of subjects commits to investing zero. One more Nash equilibrium is a mixed strategy equilibrium: each subject i chooses 0.68 as her non-commitment probability pᵢ. Among these three equilibria, the mixed strategy equilibrium is a unique ESS equilibrium. 7

2.3. Classification of strategies: own payoff-maximizing, spiteful, and altruistic strategies

The subgame perfect equilibrium analysis in the above subsection is based on the assumption of own payoff-maximizing behavior: each subject chooses a strategy maximizing her own payoff. However, we observed in our experiment that subjects selected strategies that appeared altruistic and spiteful. Therefore, it is useful to introduce formal definitions of altruistic strategies and spiteful strategies. We regard own payoff-maximizing behavior as a standard of comparison, and then classify all possible strategies into three regions.

Definitions.

(1) A subject is said to choose an own payoff-maximizing strategy if she selects a strategy maximizing her own payoff, given an expected strategy of the other subject.

---

7 See Maynard Smith (1982). Although expected payoffs from Commit and Not Commit are of course equal in the mixed strategy equilibrium, as an anonymous referee points out Commit is considerably riskier (payoff standard deviation of 3542) than Not Commit (payoff standard deviation of 2193). This could discourage risk averse subjects from committing to investing zero in this two-stage game.
(2) A subject is said to choose an **altruistic strategy** if she selects a strategy reducing her own payoff, but increasing the other subject’s payoff in comparison to the own payoff-maximizing payoffs, given an expected strategy of the other subject.

(3) A subject is said to choose a **spiteful strategy** if she selects a strategy reducing both her own payoff and the other subject’s payoff in comparison to the payoffs when she takes an own payoff-maximizing strategy, given an expected strategy of the other subject. It is also useful to distinguish spiteful strategies into two subcategories in our two-stage game. A spiteful strategy is called “punishably spiteful” if the other subject pre-commits to contributing nothing, while it is called “rivalistically spiteful” otherwise.

Table 1 illustrates how strategies are classified in our setting. Now suppose that you decide not to commit to investing zero, but your opponent does. Then investing less than your own payoff-maximizing strategy level, 11, is a punishably spiteful strategy. For instance, by investing 7 instead of 11, your own payoff is reduced from 2658 (cell ℓ) to 2210 (cell n), and your opponent’s payoff is also reduced from 8278 (cell m) to 4018 (cell p). On the other hand, investing more than 11 is an altruistic strategy. For instance, by investing 17 instead of 11, your own payoff is reduced from 2658 to 1871 (cell q), while your opponent’s payoff increases from 8278 to 18539 (cell r).

Next suppose that neither you nor your opponent pre-commits to contribute nothing, and that you expect your opponent to choose 8. Then investing less than your own payoff-maximizing strategy level, 8, is a rivalistically spiteful strategy. For instance, if you invest 6 instead of 8, your own payoff is reduced from 7345 (cell c) to 7237 (cell d), and the payoff of your opponent is also reduced from 7345 to 5766 (cell e). On the other hand, investing more than 8 is an altruistic strategy. For example, by investing 16 instead of 8, your own payoff is reduced from 7345 to 4179 (cell f), while the payoff of your opponent increases from 7345 to 16179 (cell g).

For any given investment number of the other subject, investing less than an own payoff-maximizing number is a spiteful strategy, and investing more than it is an altruistic strategy. In Table 1 the own payoff-maximizing strategy region represents 4.16% (= 26/625) of the cells, the spiteful strategy region is 22.40% (= 140/625), and the altruistic strategy region is 73.4% (= 459/625). In the case of neither committing to invest zero, whether an investment choice of a subject is own payoff-maximizing, rivalistically spiteful, or altruistic depends on how much she expects the other subject to invest. We will consider several possible expectations in the data analysis when classifying behavior into these three categories.

### 3. Experimental design

Our experiment consisted of three sessions, each with 20 different subjects. In each session, the twenty subjects were seated at desks in a relatively large room and had random identification numbers. These identification numbers were not publicly displayed, however, so subjects could not determine who had which number. In each period we made ten pairs out of twenty subjects, and these ten pairs played the two-stage game with the commitment decision as described in the previous section. The pairings were anonymous and were
determined in advance by experimenters so as not to pair the same two subjects more than once—a so-called “strangers” design. The first four periods were for practice and the remaining fifteen determined the subjects’ monetary payoffs. Instructions were given by tape recorder to minimize the interaction between subjects and experimenters.

First, subjects decided whether or not they would commit to investing zero. In the experiment, we used the term “participate (respectively not participate) in investment” instead of “not commit (respectively commit) to investing zero.” These decisions were collected by experimenters and then redistributed only to their paired subjects. No information (such as the total number of subjects who chose commitment) or decisions were publicly announced. After the redistribution of the commitment decisions, subjects who decided not to commit to investing zero chose their investment numbers on investment sheets by circling an integer between 0 and 24. In order to not reveal the number of subjects who chose commitment and to obscure the identity of those subjects, even those who had chosen to commit to zero also filled out this investment sheet, circling the phrase “Not Participate” (i.e., commit to investing zero). Experimenters collected these investment sheets and then redistributed them only to the paired subjects. No information (such as the average investment number) or decisions were publicly announced. During the redistribution, subjects were asked to fill out the reasons why they chose these numbers. After the redistribution of investment cards, subjects calculated their payoffs from the payoff tables. Then the next period started.

One of the three sessions different slightly from the other two by the term used to describe the person that each subject is matched with at each period. In two sessions the term “your opponent” was employed in the instructions, record sheets and payoff tables. In order to investigate the influence of framing effects, the phrase “the person you are paired with” replaced “your opponent” in all materials of the third session. One might expect that the term “opponent” forces subjects to think in relative terms. We will discuss differences between the results for the two Opponent sessions and those for the No Opponent session below.

Every subject had the same payoff function and every subject knew this fact. We distributed a detailed payoff table, which is a plain table deleting the tags and shading from Table 1. All subjects were able to readily calculate their payoffs following the instructions and practice periods. We allowed subjects three minutes to examine the three payoff tables before the practice periods and ten minutes to examine the three new payoff tables before the real periods. The tables used for the practice and real periods were different.

We conducted one Opponent session at the University of Tsukuba, and one Opponent and one No Opponent session at the Tokyo Metropolitan University (TMU). We recruited the student subjects by campus–wide advertisement. These students were told that there would be an opportunity to earn money in a research experiment. None of them had prior experience in a public good provision experiment. No subject attended in more than one session. Each session required approximately two hours to complete. The mean payoff per

---

8 In order to minimize the likelihood of any possible misunderstanding, we also presented a payoff table summarizing average payoffs for sets of 9 or 12 payoff cells as well as an iso-payoff map. Most subjects indicated in their post-experiment questionnaire that they understood all three kinds of payoff tables and used the detailed payoff table only.
subject was $28.38 ($1 = 100 yen). The maximum payoff among the sixty subjects was $45.53, and the minimum payoff was $17.28.

4. Experimental results

Figure 2 shows that the frequency distribution of investment pairs for all three sessions. Each period had 10 pairs and 15 periods were conducted in each session, so our data consist of 450 choice pairs. The order of investment numbers does not matter, so we rearranged each pair \((x, y)\) with \(x \geq y\). The maximum frequency pair was \((8, 7)\) with 57 pairs, the second most common was \((11, 0)\) with 44 pairs, followed by \((8, 8)\) and \((0, 0)\) with 37 pairs each.

4.1. Commitment data

We begin by examining whether the commitment data were compatible with the ESS equilibrium of the Hawk–Dove game described in Table 2. The non-commitment rate data from the three sessions are statistically indistinguishable in virtually all periods after

![Fig. 2. Investment pattern in the three sessions.](image-url)
period 2. This provides evidence that neither the experiment site (Tokyo versus Tsukuba) nor the experiment wording (“your opponent” versus “the person you are paired with”) affect commitment choices. Therefore, we pool the commitment data across the three sessions.

The null hypothesis is the ESS non-commitment probability of 0.68. We first conducted a binomial test separately by period in order to avoid pooling commitment decisions made by the same subject in the same test. Under the ESS null hypothesis, the probability of observing 10 commitment decisions or less out of 60 is less than one percent, and the probability of observing 12 commitment decisions or less out of 60 is less than five percent. As Fig. 3 shows, the non-commitment rate rose as periods advanced (although a brief decline was observed in periods 8 and 9). The smooth curve is a simple log-linear regression. More to the point for this binomial test, the low commitment rate permits the binomial test to reject the ESS null hypothesis in 9 periods of the 15 total periods (in periods 5, 6, 7, 10, 11, 12, 13, 14, and 15) at the five percent (usually one percent) significance level.

We also examined the overall non-commitment rates for each of the 60 subjects separately. The mean non-commitment rate was 80% (12 of 15 decisions), and the median non-commitment rate was 86.7% (13 of 15 decisions). Note that the ESS rate of 0.68

---

9 See Saijo et al. (2002) for detailed comparisons of the three sessions.
implies on average slightly more than 10 non-commitment decisions. Only 14 of the 60 subjects (23.3%) did not commit 10 times or less, while the other 46 subjects (76.6%) did not commit 11 times or more. Fifteen of the 60 subjects (25%) were apparently using a pure strategy, or randomized once at the beginning of the session and played the same realization in every period, as they did not commit in 15 out of 15 periods. Using the 60 separate subject observations, the data reject the ESS prediction of 0.68 at better than the 0.0001 significance level using the non-parametric Wilcoxon signed-rank test.  

4.2. Why were non-commitment rates high?

In order to understand these high non-commitment rates, consider the case in which only one subject in a pair did not commit to contributing zero. When a subject committed to investing zero, the other could obtain her maximum payoff by investing 11 (see Table 1). There were 136 observations with exactly one subject who did not commit. In these cases the person choosing non-commitment invested eleven 43 times, invested less than eleven 92 times, and invested more than eleven (twenty-four) only 1 time. The mean investment was 6.90.

As shown in Table 1, by investing 11 in response to the other committing to investing zero, the committing subject earns 8278 while the non-committing subject earns 2658. On the other hand, by investing 7 in this situation, the committing subject earns 2210. That is, the payoff reduction of the non-committing subject (448 = 2658 − 2210) was relatively small, while the payoff reduction of the committing subject (4269 = 8278 − 4018) was relatively large. In fact, for this subgame we observed that over two-thirds of the data fall into the punishably spiteful region, and less than one percent in the altruistic region in each of the three sessions, as shown in Table 3. By pooling the investment data for the case of only one committing subject across the three sessions and using a random effects model, we soundly reject the hypothesis that mean investment equals 11 (t = 8.14).  

As Table 2 shows, the payoff should be 7345 when neither subject committed to investing zero according to the Nash equilibrium prediction. However, the average payoffs of subjects in this case were less than 7000 units in all 15 periods. When only one subject committed to investing zero, the payoff for the committing player should be 8278 according

---

10 We also conducted a binomial test of the mixed strategy of p = 0.68 separately for each subject. Under the null hypothesis that subjects play this mixed strategy and randomize each period, commitment decisions— even for an individual subject—are statistically independent. At the five percent significance threshold, 23 of 60 subjects (38.3%) did not commit too much (either 14 or 15 times), rejecting p = 0.68; 6 of 60 subjects (10%) did not commit too little (7 times or less), rejecting p = 0.68 in the other direction. At the ten percent significance threshold, 32 of 60 subjects (53.3%) did not commit too much (13, 14 or 15 times), rejecting p = 0.68; 9 of 60 subjects (15%) did not commit too little (8 times or less), rejecting p = 0.68 in the other direction.

11 Specifically, the non-committing subject invested zero 14 times, invested one 3 times, invested two 7 times, invested three 8 times, invested four 7 times, invested five 1 times, invested six 16 times, invested seven 19 times, invested eight 9 times, invested nine 6 times, and invested ten 2 times.

12 The nonparametric Wilcoxon test rejects the null hypothesis that average investment equals 11 at the five percent level in 9 of the 15 periods, even though the average sample size per period is only about 9 because of the high non-commitment rate.
to the Nash equilibrium, but the actual average payoffs for this player were less than 6000 in 12 of 15 periods. Even more striking, according to Table 2, the average payoff for a single committing player should be above that in the case of neither committing, but the former was above the latter in only one period. These average payoffs are significantly
different at the 5-percent level according to a nonparametric two-sample Wilcoxon test in periods 4, 7, 8, 10 and 12 (two-tailed tests). Table 4 illustrates the realized payoff matrix for commitment decisions, which is based on the average values of payoffs subjects actually obtained up to period 5, rather than the subgame equilibrium payoffs as shown in Table 2. As this table illustrates, non-commitment became a dominant strategy even in early periods.

4.3. Learning processes for non-commitment

Our interpretation of “as if subjects play a dominant strategy game” is based on subject learning and proceeds roughly as follows. After inspection of the payoff tables, some subjects initially commit to investing zero hoping the other will not commit and invest 11. They therefore expect (perhaps with the ESS probability of 0.68) to receive a payoff of 8278. However, since their non-committing opponent invested less than 11, the subject realized that her earnings in this subgame fell below 6000 on average. After learning this, she chose not to commit to investing zero in later periods and frequently earned more than 6000.

Essentially, subjects learn (contrary to the ESS equilibrium) that expected payoffs from non-commitment tend to exceed those from commitment. This subsection summarizes a simple model to document this learning process. Many alternative approaches to learning have been advanced recently in the literature, including reinforcement learning (e.g., Erev and Roth, 1998), belief-based learning (Cheung and Friedman, 1997), and creative hybrid approaches (e.g., Camerer and Ho, 1999). Rather than provide an exhaustive evaluation of the various learning models using our data, we just consider a simple adaptive learning model in which the commitment choice is reinforced based on previous earnings. In particular, we estimate a probit model in which the probability of non-commitment depends

---

13 In this test we only employ one observation from each pair of subjects for each period (their average payoff if neither commits to zero) since the two payoffs in a pair are not independent.

14 One might say that in our two-stage game, the low investment by the single non-committing subject could be interpreted as belonging to a tit-for-tat strategy to “teach” others to cooperate. Because subjects were re-paired with a new opponent each period and never interacted with the same subject in more than one period, however, such a strategy is not subgame perfect. Furthermore, although there is no need to choose a tit-for-tat strategy at the final period of the experiment, the ratio of such a strategy at the final period is equal to 6/9 = 67 percent.
on the ratio of expected non-commitment earnings (ENCE) to expected commitment earnings (ECE): Probability(Non-commitment) = f(ENCE/ECE), where f is the normal density function \( e^{-x^2/2}/\sqrt{2\pi} \) since this is estimated as a probit model.

The next step is to specify the process underlying subjects’ expectations. In terms of Camerer and Ho’s (1999) experienced-weighted attraction (EWA) model—which nests basic choice reinforcement and belief-based learning models as special cases—we assume that hypothetical payoffs to strategies not chosen are not updated (i.e., EWA parameter \( \delta = 0 \)), as in many reinforcement learning models. A reinforcement learning approach seems most plausible for our design with randomly re-paired subjects, since this design feature prevents subjects from developing beliefs about individual players. We also imposed the \( \delta = 0 \) restriction because hypothetical payoffs are unknown in this extensive form game for the subgame not played.\(^{15}\) We update payoff expectations following each commitment or non-commitment choice, and we evaluate two polar cases in this simple model:

1. Cournot (or myopic) expectations and
2. Fictitious Play expectations (e.g., Cheung and Friedman, 1997; Cox and Walker, 1998).

According to Cournot, ENCE are simply the realized earnings the last time the subject did not commit; and ECE are simply the realized earnings the last time the subject committed. In other words, subjects maintain a very short (myopic) memory length—of one observation for each (commit or not) decision. This is consistent with EWA parameters \( \rho = \phi = 0 \), since previous experience completely depreciates. By contrast, according to Fictitious Play, subjects have a long memory, and each observation updates the expectation with a declining weight. For example, if a subject has not committed \( N \) times up to this period, and they did not commit in this period, they update ENCE as follows:

\[
ENCE = \frac{(N \times \text{previous ENCE}) + \text{current non-commitment earnings}}{(N + 1)}.
\]

In other words, as subjects accumulate evidence they simply include it in their running average of the payoffs from non-commitment for ENCE. ECE is, of course, analogous. This fictitious play alternative is consistent with EWA parameters \( \rho = \phi = 1 \) since all observations count equally.\(^{16}\)

We estimate this probit model with a random subject effect, separately and pooled for the three sessions. For Fictitious Play, the expected payoff ratio is not significantly different from zero except in the TMU No Opponent session, where the coefficient estimate has the

\(^{15}\) An anonymous referee, however, has brought to our attention a recent extension of the original EWA model to incorporate unobserved payoffs, which makes EWA applicable for extensive form games (Ho et al., 2002). When (foregone) payoffs from unchosen strategies are unknown, Ho et al. approximate the unobserved payoffs in the learning model with either (1) the last payoff observed when previously choosing that strategy or (2) the actual foregone payoff as if it were known. In their initial application the learning model predicts better with this latter approximation, which they refer to as “payoff clairvoyance.”

\(^{16}\) For both Cournot and Fictitious Play, we need the expectations to start somewhere when no evidence has yet accumulated. For these initial expectations we employ the ESS expected payoffs, which are 5829 for both ENCE and ECE. Therefore, the ENCE/ECE ratio is 1 in period 1.
wrong sign. For the Cournot specification, the ratio is significantly positive except in the TMU No Opponent session. The positive coefficient on the ratio implies that as the relative profitability of non-commitment increases, the likelihood of non-commitment increases. So, we can conclude that

(1) subjects’ non-commitment decisions respond to their experience, and
(2) subjects appear to update their expectations in this environment using a short (Cournot) memory length.

Summarizing the above observations, we have the following:

Observation.

(a) The ESS prediction regarding the non-commitment rate is rejected.
(b) The non-commitment rate rises as periods advance.
(c) It seems that the reason why the rate of non-committing subjects increases is not altruism or kindness but is spiteful behavior of subjects. Subjects learn that commitment to investing zero will invoke a spiteful response, which reduces the payoff of commitment below the payoff of non-commitment.

Our observation is consistent with what one would expect in light of the results observed in ultimatum game experiments (e.g., Ochs and Roth, 1989; Prasnikar and Roth, 1992). In these experiments “proposing too little” invoked a spiteful response of “rejecting the proposal.” Subjects quickly learned this and ceased proposing too little at the first stage. The outcome was not a subgame perfect equilibrium, like our result.

4.4. An evaluation of our observations using recent models of social preferences

The choices observed in our experiment could be consistent with notions of “inequality aversion” or reciprocal altruism advanced recently by some researchers (e.g., see Rabin, 1993; Levine, 1998; Dufwenberg and Kirchsteiger, 2004; Falk and Fischbacher, 1998; Fehr and Schmidt, 1999; Bolton and Ockenfels, 2000; Charness and Rabin, 2002; Costa-Gomes and Zauner, 2001). Our experiment was not designed to differentiate between these alternative models, so we do not wish to overstate what our experiment can say about them. Nevertheless, a brief evaluation of our results in the context of these new models is worthwhile.

In Fehr and Schmidt’s (1999) model subjects have “inequity aversion,” so they prefer higher but more equal earnings among participants in their group. Utility payoffs are equal to monetary payoffs less inequity costs that rise as the difference between a subject’s own and other’s monetary payoff increases. In the model some subjects suffer both from earning more as well as earning less than their counterparts, but the cost of advantageous inequality is assumed to be no more than the cost of disadvantageous inequality. Fehr and

\[ U_i(x) = x_i - \alpha_i \max\{x_j - x_i, 0\} - \beta_i \max\{x_i - x_j, 0\}, \]

where \( x_k \) denotes monetary earnings \( (k = i,j) \), \( \alpha_i \geq \beta_j \), and \( 1 > \beta_i \geq 0 \).

---

\(^{17}\) In particular, for a two-person game player \( i \)’s utility is \( U_i(x) = x_i - \alpha_i \max\{x_j - x_i, 0\} - \beta_i \max\{x_i - x_j, 0\} \), where \( x_k \) denotes monetary earnings \( (k = i,j) \), \( \alpha_i \geq \beta_j \), and \( 1 > \beta_i \geq 0 \).
Schmidt demonstrate that their model can describe many outcomes in ultimatum games, market games with both proposer and responder competition, as well as linear voluntary contribution mechanism games with and without punishment opportunities. They even derive parameter distributions of the relative tradeoff of monetary gains and inequity aversion that describes behavior across games, which we can use to assess conveniently the effectiveness of this approach in describing the new data reported here. Applying their distribution of preferences to our subjects, it is straightforward to show that when only one subject does not commit to investing zero, the optimal contribution is 11 for 30 percent of the subjects (these 30 percent are standard “money-maximizers”), is 6 for 30 percent of the subjects, is 4 for another 30 percent of the subjects, and is 1 for the remaining 10 percent.\(^\text{18}\) The mean of this distribution is 6.4.

The distribution of contributions in our data is remarkably close to this predicted distribution if one makes allowances for a bit of choice error for the lower contributions. When they are the only non-committing subject, 32 percent of our subjects contributed 11, 26 percent contributed 6 or 7, 11 percent contributed 3 or 4, and 13 percent contributed 0 or 1. The close correspondence between our Japanese data and the Fehr and Schmidt model predictions may at first seem surprising, because the model parameters were calibrated using data collected in Europe and North America. But the Fehr and Schmidt model—and all the related models just cited—are culturally neutral and so they should apply to non-Western cultures as well.

A well recognized drawback of the approach taken by Fehr and Schmidt (1999) and Bolton and Ockenfels (2000) is that they model players’ utilities as depending only on the final payoff allocations and not on players’ intentions. Rabin’s (1993) fairness equilibrium, Dufwenberg and Kirchsteiger’s (2004) model of sequential reciprocity, and Charness and Rabin’s (2002) model of social preferences allow for (positive or negative) reciprocal behavior based on how kind or unkind a player believes his opponent is treating him. Our experiment provides fairly clear evidence that non-committing subjects act spitefully to punish committing subjects, or in other words they exhibit negative reciprocal behavior (see Table 3).

4.5. The framing effect of the “opponent” wording on investment data in the case of neither committing to investing zero

The commitment rates and investments when only one subject pre-commits to investing zero exhibit virtually no significant differences in the data based on the experiment site or the experiment wording, i.e., “your opponent” versus “the person you are paired with.” However, there is a modest effect of the “opponent” framing for the case in which neither pre-commits to contributing nothing: relatively higher investments and more altruistic strategies are chosen in the session without the “opponent” framing than in the sessions with the opponent framing.

\(^{18}\) For this calculation one only needs the distribution of \(\alpha\), because the non-committing subject’s earnings are always lower than the committing subject’s earnings. \(\beta\) is only used for cases of advantageous inequality. We use Fehr and Schmidt’s distribution of \(\alpha = \{0, 0.5, 1, 4\}\) in proportions of \(\{0.3, 0.3, 0.3, 0.1\}\).
First, we compare investments in the case of neither committing across the three sessions. According to period by period nonparametric Wilcoxon rank sum tests, the average investment in the TMU No Opponent session is significantly higher than in the TMU Opponent session in 3 of the 15 periods (periods 2, 3, and 12); and it is significantly higher than in the Tsukuba (Opponent) session in 2 of the 15 periods (periods 2 and 14). That is, the average investments are different in some periods, although the rate that we reject the null hypothesis of no framing treatment difference is still relatively low.

Next we compare how frequently own payoff-maximizing, rivalistically spiteful, or altruistic behavior (defined in Section 2.2) occurs across the three sessions. There are several ways in which subjects could construct expectations for the investment number of the other subject, and the frequency classification of the behavior may depend on types of expectations. We consider the following types:

1. **Nash equilibrium expectation**: each subject expects the other subject to choose the Nash equilibrium investment, 8;
2. **Cournot expectation**: each subject expects the investment number of the other subject to be the same as the observed investment of the other subject in the previous period; and
3. **An average expectation with a declining weight (fictitious play)**: each subject has a long memory when she forms expectations for the other’s investment number, in contrast to the Cournot expectation case in which each subject has a short memory length. This is simply a recursive version of fictitious play expectations.

Table 3 shows the rates of rivalistically spiteful, own payoff-maximizing, and altruistic strategies chosen by subjects in each of the three sessions for each type of expectation. In the two sessions with the Opponent wording, most data fall into the rivalistically spiteful strategy region and the own payoff-maximizing strategy region, and only about 10% of the data fall in the altruistic strategy region for all types of expectations. On the other hand, in the session without the opponent wording, 20 to 30% of the data are in the altruistic strategy region depending on the type of expectations. Nevertheless, in spite of these modest framing effect differences when neither subject commits, even in this subgame the overall characteristics of the data are robust: the ratio of altruistic strategies is still relatively low.

---

19 On the other hand, in 14 of the 15 periods, there is no statistical difference in the average investment between the Tsukuba and TMU Opponent sessions at the five percent significance level, indicating that investments in the case of neither committing differed very little across the two sites when the framing was identical.

20 Suppose that a subject faces the case of neither committing to zero in period \( t \), and the last time she experienced such a case is period \( s \) \(< t \). Let \( E(t) \) (respectively \( E(s) \)) be the average expected investment number of the other subject in period \( t \) (respectively \( s \)). Then \( E(t) \) is given by \( E(t) = I(s) + (N(s) - 1) \times E(s) \) / \( N(s) \), where \( I(s) \) is the investment number of the other subject in period \( s \) and \( N(s) \) is the number of the cases of neither committing to zero that the subject has experienced between period 1 and period \( s \).

21 Mean investment when neither subject commits is 7.05 pooled across the two Opponent sessions, and using a random-effects panel data model we find that investments are significantly below the Nash equilibrium investment (8) with this framing \( (t = 3.93) \). By contrast, mean investment when neither subject commits is 7.47 for the No Opponent session, which is not significantly different from the Nash equilibrium of 8 according to a random-effects model \( (t = 1.34) \). Nonparametric Wilcoxon tests provide similar conclusions.
smaller than the ratios of rivalistically spiteful and own-payoff maximizing strategies; the ratio of rivalistically spiteful strategies is the largest for almost all sessions and types of expectations; and subjects on average chose investments below the payoff-maximizing level.

This result is similar to the findings in Andreoni (1993) and Chan et al. (2002), who studied the crowding out hypothesis in public good experiments with non-linear payoff functions and minimum contribution “taxes” in some treatments, though they did not refer to rivalistically spiteful behavior. They also used Cobb–Douglas type payoff functions and presented complete payoff matrices that showed how payoffs depend on both own and other’s contributions to the public good, as in our experiments. In both of these previous experiments contributions were close to but slightly below the Nash equilibrium prediction at most periods when no tax was imposed. The contribution levels did not get closer to the interior Nash equilibrium over time, similar to our data. Laury and Holt (2004) also note that complete, detailed payoff information in this type of non-linear environment seems to reduce contribution levels.

These observations are different from those in standard public goods experiments with linear payoff functions, where contributions usually exceed the Nash equilibrium level. However, it is easy to see that contributing zero is an own payoff-maximizing strategy and contributing any positive amount is an altruistic strategy, that is, only own payoff-maximizing and altruistic strategies can be chosen and no rivalistically spiteful strategy is available with linear payoff functions (see Saijo et al. (2002) for details).

5. Concluding remarks

Our data reject the ESS prediction for this two-stage (Hawk–Dove) voluntary contribution game with an initial opportunity to commit to a contribution of zero. The number of non-committing subjects exceeds the ESS prediction and increased across time. Furthermore, this increase did not arise due to altruism or kindness among subjects, but from their spiteful behavior. Acting spitefully in this way is costly, and this kind of spiteful or negative reciprocal behavior has also been observed recently by independent research on public goods (Fehr and Gachter, 2000) and in the ultimatum game.

In neoclassical economic theory, it is assumed that each agent cares only about himself and maximizes his own payoff subject to some constraints. If people care about how they are doing relative to others (for example, see Hume, 1739), however, then it is natural to think that they might often take spiteful actions in an attempt to decrease the happiness of others. One would think that such spiteful behavior might result in outcomes that are socially inferior to outcomes arising from the interaction of purely selfish individuals. We find that the opposite may occur: spitefulness leads to cooperation in the sense that the

---

22 “Now as we seldom judge of objects from their intrinsic value, but form our notions of them from a comparison with other objects; it follows, that according as we observe a greater or less share of happiness or misery in others, we must make an estimate of our own, and feel a consequent pain or pleasure. The misery of another gives us a more lively idea of our happiness, and his happiness of our misery. The former, therefore, produces delight; and the latter uneasiness.”
number of subjects who do not commit to contributing nothing to the provision of a public good increases. This finding suggests a need to rethink our fundamental assumptions of human nature and the implications of alternative assumptions for our models.
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