Why Have College Completion Rates Increased?*

By JEFFREY T. DENNING, ERIC R. EIDE, KEVIN J. MUMFORD, RICHARD W. PATTERSON, AND MERRILL WARNICK*

We document that college completion rates have increased since the 1990s, after declining in the 1970s and 1980s. We find that most of the increase in graduation rates can be explained by grade inflation and that other factors, such as changing student characteristics and institutional resources, play little or no role. This is because GPA strongly predicts graduation, and GPAs have been rising since the 1990s. This finding holds in national survey data and in records from nine large public universities. We also find that at a public liberal arts college grades increased, holding performance on identical exams fixed. (JEL I23)

Students who attend college enjoy many long-run benefits (Oreopoulos and Petronijevic 2013). Students who complete college have even better outcomes (Jaeger and Page 1996; Ost, Pan, and Webber 2018). Despite the large returns on college completion, many students who enroll in college do not graduate, leading to what some have described as a “college completion crisis” (Deming 2017). In fact, in 2016, the six-year graduation rate for college completion at four-year schools was 67 percent (Shapiro et al. 2017).

Consequently, policy and research attention has increasingly focused on college completion. In influential work, Bound, Lovenheim, and Turner (2010—hereafter BLT) showed that changing institutional characteristics and, to a lesser extent, changing college preparedness led to declining college completion rates from the 1970s to
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1Hess and Hatalsky (2018) offer a nice summary of our understanding of the causes of college completion, policy tools, trends, etc.

2As examples, see Scott-Clayton (2012); Castleman and Long (2016); Bettinger et al. (2019); Denning, Marx, and Turner (2019); and Barr (2019).
Our study asks what has happened to college completion rates after 1990. First, we document across three national data sources that aggregate trends have changed: college completion rates increased from 1990 to the present. The increase in graduation rates occurred across institution types, including public and private universities as well as elite and nonelite institutions. College graduation rates increased for both men and women, which is notable because men drove the decline documented in BLT.

Next, we investigate why college completion rates increased. We discuss relevant trends that could affect college graduation, such as the college wage premium, enrollment, student preparation, study time, employment during college, price, state support for higher education, and initial college attended. The trends in these variables would predict declining college graduation rates almost uniformly. We use two nationally representative surveys from the National Center for Education Statistics (NCES): the National Education Longitudinal Study of 1988 (hereafter NELS:88) and the Education Longitudinal Study of 2002 (hereafter ELS:2002) to decompose the change in graduation rates into changes in student characteristics and institution-level factors (National Center for Education Statistics 1988; Bozick and Lauff 2007). These longitudinal, student-level datasets have information on high school student background, academic preparation, college enrollment, and graduation outcomes. We find that student characteristics, institutional resources, and institution attended explain little of the change in graduation rates.

We then explore alternative hypotheses to explain the increase in graduation rates. We document that college student grade point averages are higher in ELS:2002 than in NELS:88. This is true after accounting for precollegiate math test scores, student demographics, high school coursework, and institution type attended. The increase in GPA happens across the distribution and explains a large share of the increase in college completion: changes in first-year GPA account for 95 percent of the change in graduation rates in our decomposition.

Rising college grades and the subsequent increase in graduation rates could be caused by improved college preparation (not captured in NELS:88 and ELS:2002), increased learning in college, or grade inflation. To explore these provocative patterns in rising GPAs that we observe in national data, we turn to administrative student data from two additional sources. First, using records obtained from the registrars of nine large public universities, we document that rising grades persist when including controls for student demographics, home zip code, university attended, fixed effects for each SAT score, major choice, and first-semester courses taken. These results suggest that improving college preparation explains little of the

---

3 The overall decline was largely due to the group of institutions that BLT refer to as public “non-top 50.” Bound, Lovenheim, and Turner (2012) also document that time to degree has increased over a similar time frame. Many subsequent papers explore the causal effect of institution attended on graduation (Cohodes and Goodman 2014; Zimmerman 2014; Goodman, Hurwitz, and Smith 2017; Bleemer 2018; Black, Denning, and Rothstein 2020).

4 NELS:88 is the primary dataset used for the later period in BLT.

5 These data are obtained through the MIDFIELD partnership. The universities included are Clemson University, the University of Colorado, Colorado State University, the University of Florida, Florida State University, Georgia Institute of Technology, North Carolina State University, Purdue University, and Virginia Polytechnic Institute and State University (Virginia Tech). Institutions that participate in the MIDFIELD partnership share de-identified longitudinal student record data for all degree-seeking undergraduate students.
increase in GPAs over time. Second, we use microdata from a public liberal arts college that include performance on course-level comprehensive final exams that appear to have a constant level of difficulty over time. We document that grades are not just increasing over time conditional on student characteristics and course schedules but also conditional on final exam performance. Furthermore, in two required science courses that administered identical final exams across years, we find that grades are rising over time even when controlling for performance on identical final exams.

The results from the large public universities and public liberal arts college data suggest that rising grades cannot be explained by changes in student learning. Instead, our findings from the nationally representative data, the sample of large public universities, and the public liberal arts college, in combination with trends in student time spent studying and labor-force participation in college, suggest that GPAs have been rising due to relaxed standards. These relaxed standards account for much of the increase in college graduation rates.

The rest of the paper proceeds as follows: Section I describes trends in the college graduation rate and other related trends. Section II outlines potential explanations for the change in college graduation rates. Section III describes the data. Section IV discusses the empirical strategy. Section V contains the results, and Section VI concludes.

I. Trends in College Graduation Rates

We begin by establishing that college graduation rates have increased since the 1990s. We use three data sources to document these trends. All three sources have limitations; however, the evidence is consistent across all sources we consider.

First, we use the decennial census to examine college graduation trends following BLT (Ruggles et al. 2019). Figure 1 shows the ratio of bachelor’s degree recipients to those with some college among respondents who are 25 years old. If the college graduation rate increases, this ratio will increase. The decline from 1970 to 1990 is visible and is the focus of BLT. However, from 1990 to 2010, the ratio of bachelor’s degree recipients to those with some college increased—especially for women.

In the period that BLT study, there were no nationwide, institution-level graduation data available. However, NCES started publishing cohort graduation rates by college with the entering class of 1991. We summarize the trends in these graduation rates in Figure 2. The Integrated Postsecondary Education Data System (IPEDS) collects graduation rates for all schools that receive Title IV federal financial aid; however, the graduation rates are calculated only for first-time, full-time students.

---

6 We also find similar graduation patterns in our large public university and public liberal arts college administrative data sources. Table A1 shows that six-year graduation rates in our sample of large public universities increased from 62 percent to 64 percent between 1990 and 2000, and Table A2 shows that six-year graduation rates at our public liberal arts college increased from 83 percent to 86 percent between the 2001–2013 and 2010–2012 entering cohorts.


8 For Figure 2, we exclude schools that were predominantly online because online schools are different in many ways. Online schools are concentrated at for-profit institutions and have lower graduation rates than traditional schools. Information about online enrollment is first available in 2012 in IPEDS. We follow the convention of Deming et al. (2015) and label institutions that were predominantly online in 2012 as online prior to 2012.
who begin in the fall.\footnote{These graduation rates will not capture students who do not fit this description. For instance, this measure is likely to do a poor job measuring college completion at for-profit colleges, where many students are “nontraditional.”}

We focus on the six-year graduation rate in Figure 2. Despite this limitation, the trends in the IPEDS data mirror the ratio of the number of bachelor’s degrees to people with some college found in Figure 1. Long (2018) notes similar trends in graduation rates using the same data starting with the entering class of 1998 and describes differences in graduation rates across institution types, student demographics, and the consequences of non-completion.\footnote{Our contribution relative to Long (2018) is that we document the graduation rate increase over a longer time frame, across more sources, and, most importantly, we investigate the reasons for this increase.}

Throughout this paper, we consider enrollment and graduation separately by institution type. We follow the convention of BLT, with one notable difference: we separately consider for-profit institutions.\footnote{For-profit institutions had lower graduation rates and increased enrollments in the 2000s. Further, for-profits are different in many ways from nonprofit institutions (Deming et al. 2012).} With that modification, we categorize schools as follows: top-50 public, non-top-50 public, highly selective private nonprofit, nonselective private nonprofit, and for-profit. We follow BLT in our definitions of “top-50” and “selective” for public schools and private schools, respectively, and provide complete descriptions of these groups in Section III.

Figure 2 shows there is substantial heterogeneity in the graduation rates across institution types. The graduation rates are highest for highly selective nonprofit universities and top-50 public institutions. The lowest graduation rates are at for-profit institutions. Setting aside for-profit schools, graduation rates continuously increase from 1991 to 2010. Not all school types had increases of the same size; public schools had larger increases than nonprofit private schools at similar levels of
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\caption{Ratio of Bachelor’s Degree/Some College among 25-Year-Olds}
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Notes: Data come from the decennial census downloaded from the Integrated Public Use Microdata series database at IPUMS USA. Following BLT, we calculate the ratio of 25-year-olds having a bachelor’s degree to 25-year-olds with at least some college completed.
selectivity. However, the direction of the graduation rates is consistent across institution types. When combining all schools weighted by enrollment (the black dashed line), the graduation rate increases from 52.0 percent to 59.7 percent. For-profit schools exhibit a different pattern. Graduation rates decline for the 20 years we observe, which coincides with the growth in the for-profit sector, as seen in Figure A1. The growth in the for-profit sector suggests some of the decline may be due to the changing composition of the sector’s institutions or students.

We also show that the graduation rates for the two nationally representative samples followed a similar pattern. We define college graduation as graduation within 8 years of expected high school graduation following BLT. In Table 1, we show the eight-year graduation rate for the two nationally representative surveys used in this paper, NELS:88 and ELS:2002. We show that the overall graduation rate increased by 3.77 percentage points. We find statistically significant increases in graduation rates for top-50 and non-top-50 (at the 10 percent level) public schools of 8.57 and 4.89 percentage points, respectively. We also see statistically significant increases at community colleges and all nonprofit colleges. Less selective and highly selective private universities do not have a statistically significant change in their graduation rates across NELS:88 and ELS:2002. This contrasts with aggregate graduation trends in IPEDS but may be due to relatively small samples in the individual-level surveys.

Notes: This figure plots the average six-year graduation rate for different institution types. Cohort enrollment year refers to the year that students were first enrolled. See Section III for a detailed description of how institutions are assigned to a type. Schools that were predominantly online are excluded for all cohorts. These rates were calculated using only students who were full-time, first-time degree seekers in their respective entry years.

Source: IPEDS

12We know when students actually graduate from high school, but we use years from expected high school graduation to avoid conditioning our outcome on an endogenous variable (actual high school graduation).
We verify that the changes in graduation rates in NELS:88 and ELS:2002 are similar to those observed in IPEDS. NELS:88 and ELS:2002 represent the high school graduating cohorts of 1992 and 2004, respectively. The change in overall graduation rates for the entering cohorts of 1992 to 2004 in IPEDS is 5.74 percentage points, which is similar to but somewhat larger than what is observed across NELS:88 and ELS:2002, at 3.77 percentage points. Hence, using NELS:88 and ELS:2002 should yield insight because the change in graduation rates is similar to observed aggregate changes.

II. Potential Explanations for Changes in Graduation Rates

We initially consider two types of explanations for changes in college graduation rates: student-level characteristics and institution-level characteristics. Student characteristics that may affect college graduation include student preparation, choice of college major, work during school, and time spent studying. Institutional characteristics that may explain changes in graduation rates include the quality of instruction, financial aid, student services, and standards for degree receipt. We will explore some of these explanations directly later (e.g., student preparation, major choice, and standards for degree receipt), while others we consider given the existing evidence (e.g., time spent studying, employment during school, and returns to

<table>
<thead>
<tr>
<th>Sample</th>
<th>1988</th>
<th>2002</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full sample</td>
<td>48.7</td>
<td>52.5</td>
<td>3.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.71)</td>
</tr>
<tr>
<td>Initial institution type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total four-year public</td>
<td>63.3</td>
<td>67.7</td>
<td>4.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.38)</td>
</tr>
<tr>
<td>Non-top-50 public</td>
<td>56.1</td>
<td>61.0</td>
<td>4.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.59)</td>
</tr>
<tr>
<td>Top-50 public</td>
<td>82.1</td>
<td>90.7</td>
<td>8.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.57)</td>
</tr>
<tr>
<td>Total four-year private</td>
<td>78.4</td>
<td>77.2</td>
<td>−1.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.30)</td>
</tr>
<tr>
<td>Less-selective private</td>
<td>72.3</td>
<td>71.2</td>
<td>−1.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.96)</td>
</tr>
<tr>
<td>Highly selective private</td>
<td>90.5</td>
<td>92.2</td>
<td>1.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.76)</td>
</tr>
<tr>
<td>Total community college</td>
<td>19.6</td>
<td>24.3</td>
<td>4.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.71)</td>
</tr>
<tr>
<td>For-profit college</td>
<td>25.2</td>
<td>24.7</td>
<td>−0.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(8.92)</td>
</tr>
<tr>
<td>All nonprofit colleges</td>
<td>48.8</td>
<td>53.0</td>
<td>4.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.72)</td>
</tr>
<tr>
<td>All four-year colleges</td>
<td>68.3</td>
<td>70.6</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.85)</td>
</tr>
</tbody>
</table>

education). In the end, we conclude that changing standards for degree receipt are most likely to explain increasing graduation rates.

**Student-Driven Explanations.**—In trying to explain the increases in college completion, several trends are worth noting. One possibility is that changes in student composition could explain changes in college graduation rates. Table 2 shows that college enrollment rose from 69.3 percent in NELS:88 to 78.3 percent in ELS:2002.13 Additionally, Figure A1 shows that college enrollment has grown steadily since 1975 and that, at least since the 1990s, enrollment has increased at every type of institution. With a larger fraction of students entering college, there may be more entrants who are relatively less prepared because as more students enter college, they likely come from further down the distribution of student achievement. Therefore, enrollment sector trends are unlikely to explain increases in graduation rates.

Another possibility is that potential college students are more prepared for college than in the past. Measuring changes in preparation for marginal college entrants could be confounded with the increase in college attendance if the increase in college attendance coincided with an increase in performance. Instead, we note that the performance of 17-year-old students on the math and reading portions of National Assessment of Educational Progress (NAEP) is essentially unchanged since the 1970s (National Center for Education Statistics 2013).14 Hence, as college enrollment increases, the average preparation of college entrants would fall because the distribution of student ability is constant. We expect college preparation would

---

**Table 2—Changes in Initial College Attended**

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of HS grads attending college</td>
<td>69.3 78.3</td>
<td>66.9 74.2</td>
<td>71.8 84.1</td>
</tr>
<tr>
<td>Distribution of enrollment by type of institution</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total four-year public</td>
<td>39.9 42.2</td>
<td>39.7 42.7</td>
<td>40.1 41.7</td>
</tr>
<tr>
<td>Non-top-50 public</td>
<td>28.9 32.6</td>
<td>28.3 33.2</td>
<td>29.6 32.1</td>
</tr>
<tr>
<td>Top-50 public</td>
<td>10.9 9.6</td>
<td>11.4 9.4</td>
<td>10.5 9.6</td>
</tr>
<tr>
<td>Total four-year private</td>
<td>20.0 18.4</td>
<td>18.0 18.0</td>
<td>21.8 18.8</td>
</tr>
<tr>
<td>Less-selective private</td>
<td>13.3 13.2</td>
<td>11.4 12.2</td>
<td>15.1 14.0</td>
</tr>
<tr>
<td>Highly selective private</td>
<td>6.7 5.2</td>
<td>6.7 5.8</td>
<td>6.7 4.7</td>
</tr>
<tr>
<td>Total community college</td>
<td>39.8 37.2</td>
<td>41.8 36.6</td>
<td>37.9 37.6</td>
</tr>
<tr>
<td>For-profit colleges</td>
<td>0.4 2.3</td>
<td>0.5 2.7</td>
<td>0.3 1.9</td>
</tr>
</tbody>
</table>

Note: This table describes the change in the fraction of students attending college within two years of expected high school graduation and initial college attended for the 1988 and 2002 Educational Longitudinal Study cohorts.

---

13 The equivalent fractions of high school completers enrolling in college in Figure A1, panel A are 61.9 and 66.7. These two data sources disagree slightly about the level of college enrollment but present very similar trends in college enrollment over the same years.

14 Blagg and Chingos (2016) explore the reason for the stagnating NAEP scores and conclude that “stagnant achievement among high school students is a real phenomenon.” They discuss potential explanations for this phenomenon, including changes in high school persistence, test/subject alignment, and students taking the test less seriously and conclude that none of these explanations are likely to explain the change. Notably, the Program for International Student Assessment (PISA) also shows no evidence of achievement gains for 15-year-olds in the United States.
decrease in the time period studied given that college enrollment has increased and that performance on the NAEP is unchanged.\textsuperscript{15} Trends in enrollment and student preparation would predict reduced college completion.\textsuperscript{16}

Once students arrive at college, changing major choices could affect college completion. To explore the role of major choice, we explore what graduation rates would be if we changed the distribution of majors while holding fixed the graduation rates of any particular major. We find that students have not moved toward majors with higher graduation rates over time (details provided in Section VB).

Changes in learning could also affect graduation rates. However, students are spending less time studying and more time employed over the time period we consider. Babcock and Marks (2011) show a drop in the number of hours studied from 1961 to 2003. Neither student demographics—including race, gender, and parental education—nor student SAT scores can explain much of the change in college study habits. Concurrently, college students increased their labor supply over this period. Scott-Clayton (2012) shows that average hours worked doubled from 1970 to 2000. However, student labor supply fell during the Great Recession. All else equal, we would expect declining graduation rates when students spend more time working for wages during college due to decreased study time, less full-time enrollment, etc. Trends in student labor supply and study time would predict declining college graduation rates, except perhaps during the Great Recession.

Finally, BLT note that an increasing college wage premium would predict an increasing graduation rate. However, the college wage premium has flattened beginning for cohorts born around 1970 (Ashworth and Ransom 2019).\textsuperscript{17} A stable college wage premium for young workers contrasts with earlier periods (including the period studied by BLT) when the college wage premium was growing. Hence, in the period we study, the college wage premium is unlikely to explain increasing graduation rates.

**Institutional Explanations.**—The types of institutions students attend could potentially explain graduation rate patterns. Table 2 shows the changes in initial college attended across the NELS:88 and ELS:2002 cohorts. The share of students attending non-top-50 public and for-profit colleges increased. The share of students attending highly selective private, less-selective private, top-50 public, and community colleges decreased. The pattern of enrollment increases in non-top-50 public colleges balanced against the decrease in community college attendance, and

\textsuperscript{15} Archibald, Feldman, and McHenry (2015) consider the change in preparation among college enrollees. They document a decline in preparation, as measured by math test scores and reading test scores. They find that student high school GPA matters for college enrollment. However, the increase in high school GPAs is difficult to interpret because GPAs are growing faster in affluent schools than in less affluent schools (Gershenson 2018). They argue that students matched to schools on the basis of high school GPA reduce the impact of lower average math test scores.

\textsuperscript{16} We assign students their math percentile in the distribution of math test scores. We argue that this represents students’ absolute level of preparation because the overall distribution of student preparation is unchanged, as discussed. In Table 3, college entrants’ math percentile decreases from the fifty-ninth percentile to the fifty-sixth percentile. The decline in math percentile is also present among college graduates, where it fell from the seventy-first percentile to the sixty-eighth percentile.

\textsuperscript{17} Valletta (2016) shows a similar trend starting slightly later, with the wage-premium flattening starting in 2000. Valletta (2016) considers workers age 25–64, whereas Ashworth and Ransom (2019) consider workers age 25–34, which may explain some of the discrepancy.
increased for-profit attendance leads to an ambiguous prediction about the overall college completion rate if the average graduation rate of an institution causally affects college graduation.  

It is unlikely that changes in college affordability could explain changes in graduation rates. College has become more expensive since the 1990s. Inflation-adjusted published tuition and fees have increased by over 300 percent since 1987. The net price of college, accounting for financial aid, has nearly doubled since 1997 for public four-year institutions (Ma et al. 2017). The price of college has been shown to affect college completion (Scott-Clayton 2011; Castleman and Long 2016; Bettinger et al. 2019; Denning 2019). Relatedly, state support for higher education per student has declined since 1985 (Ma et al. 2017), and state funding for higher education has been shown to affect enrollment and graduation rates (Deming and Walters 2017). Overall, the rising price of college would predict declining graduation.

Another possibility is that the instructional resources, such as student-to-faculty ratios, have changed. Instructional resources could affect graduation rates through changes in education quality or the availability of required courses. A change in instructional resources is a potentially promising explanation, as BLT found changing student-to-faculty ratios explained approximately 75 percent of declining graduation rates at public institutions in earlier cohorts. However, in Table A3, we find that between the NELS:88 and ELS:2002 samples, student-faculty ratios increased from 39.4 to 40.4 and instructional expenditures fell from $4,581 to $4,288. As we explain in detail in Section V, both changes in instructional resources predict a decrease in graduation rates.

Finally, there has been increased policy attention to college completion during this period. For example, the number of state policies that tie appropriations for higher education to college completion via performance-based funding mechanisms has increased. The use of these mechanisms grew beginning in the 1990s. Evidence on the effects of these mechanisms is mixed, with some studies finding that they affect degree production (Hillman, Tandberg, and Fryar 2015; Tandberg and Hillman 2014; Hillman, Fryar, and Crespin-Trujillo 2018) and some finding that they do not (Hillman, Tandberg, and Gross 2014). Increased attention to graduation and performance-based funding gives schools an incentive to increase graduation rates. However, even if performance-based funding does affect graduation, it would be an indirect mechanism. For performance-based funding to have an effect, it must induce schools to change something about the degree production process.

Changing Standards for Degree Completion.—Trends in the college wage premium, student enrollment, student preparation, student studying, labor supply in college, time spent studying, and the price of college would all predict decreasing

18 This assumption has good empirical support (Cohodes and Goodman 2014; Zimmerman 2014; Goodman, Hurwitz, and Smith 2017).

19 Bailey and Dynarski (2011) document that there have been increases in the income gap in unconditional college graduation—that is, graduation without conditioning on college attendance. By contrast, we focus on graduation rates among those who enter college and document that these are increasing. Increasing unconditional graduation rates could happen with declining graduation rates or increasing graduation rates.

20 We use the Higher Education Price Index to deflate spending.
college graduation rates. The patterns for enrollment by institution type yield an ambiguous prediction. Despite the bulk of the trends predicting decreasing graduation, we document that the college graduation rate is increasing. These trends foreshadow what we find in our analysis and present a puzzle. The trends in the variables that explained the decline documented by BLT will not be able to explain the increase in graduation rates observed from 1990 to 2010.

We propose, and test for, an additional channel that may change college completion rates—standards for degree receipt. Instructors, departments, and institutions may have incentives to inflate grades or increase GPAs for reasons other than student performance. Instructors who give students higher grades receive better teaching evaluations (Krautmann and Sander 1999; Langbein 2008). Departments that increase grades see higher student enrollments (Butcher, McEwan, and Weerapana 2014). Additionally, colleges have strategic incentives to offer less informative grades (Boleslavsky and Cotton 2015) and institutional efforts to curb grade inflation can fail to make transcripts more informative and can instead reduce welfare (Bar, Kadiyali, and Zussman 2012).

Increasing grades explain, in a statistical sense, a majority of the changes in graduation rates in our decomposition exercise. To interpret whether the increase in grades is due to changes in performance or grade inflation, we supplement our analysis with results from two additional samples. We first document similar trends in graduation and GPA in our large public universities and public liberal arts college samples. We then show that grades are increasing while controlling very finely for student preparation in the large public universities sample. We also show that grades are increasing at the public liberal arts college after controlling for student learning. These two additional samples present evidence that the increase in grades is consistent with grade inflation.

### III. Data

We use microdata to examine the reasons for the increase in college graduation rates. We begin with two longitudinal surveys sponsored by the National Center for Education Statistics, NELS:88 and ELS:2002. NELS:88 and ELS:2002 capture college-going behavior of the high school classes of 1992 and 2004, respectively. The surveys provide information about whether a student attended college, the type of college attended, whether the student graduated from college, and the timing of college attendance and graduation.

NELS:88 is a nationally representative, longitudinal study of eighth-graders in the United States in 1988. The cohort was surveyed again in four follow-ups, which occurred in 1990, 1992, 1994, and 2000. Postsecondary transcripts were also...
collected in 2000. ELS:2002 is a nationally representative, longitudinal study of tenth-graders in 2002. There were three follow-up surveys, which were administered in 2004, 2006, and 2012, with postsecondary transcripts collected in 2013. Importantly, both surveys include student assessments in math (and other areas) taken during high school, and we use the math assessments as a measure of student preparedness for college. Another strength of these surveys is that they contain a host of individual and family background variables. We use fathers’ and mothers’ educational attainment (no high school diploma, high school diploma, some college, BA, graduate school), parental income (divided into income-level categories), gender (male), and race/ethnicity (Asian, Hispanic, African American, White). Following BLT, we impute precollegiate math test scores, mothers’ education, and fathers’ education for both surveys because these data are missing for many students. We also impute first-year college GPA for both surveys. For NELS:88, we also impute parental income.22

We follow BLT in how we define college attendance and college completion. We consider students who attend college within two years of when their high school cohort would be expected to graduate. The college completion rate is the proportion of students who attend college within two years of when the high school cohort would be expected to graduate and obtain a bachelor’s degree within eight years of expected high school graduation.

We also follow BLT in assigning institutions to types, which are primarily based on the 2005 U.S. News and World Report college rankings.23 We assign the highest-rated 50 public schools to the “top-50 public” category. The 65 highest-rated private universities, the 50 highest-rated liberal arts colleges, and the armed service academies are categorized in the “highly selective private” category.24 Other four-year public schools are assigned to the “non-top-50 public” category, and other four-year, nonprofit private schools were assigned to the “less selective private” category. Nonprofit two-year colleges are assigned to the “community college” category. Due to the recent rise in for-profit colleges, we created a new category, “for-profit colleges,” and placed all for-profit colleges in this category.

Table 3 presents summary statistics for our two samples. From NELS:88 to ELS:2002, college enrollees had lower precollegiate math percentiles, moving from 58.88 to 55.93. Despite this decline in preparation, first-year college GPA increased from 2.44 to 2.65. Student-faculty ratios increased slightly, from 39.35 to 40.43. Parental education increased from NELS:88 to ELS:2002, where students whose mothers had at least a bachelor’s degree increased by 5 percentage points. Underrepresented minorities constituted a slightly larger fraction of college enrollment in ELS:2002 than in NELS:88. Parental income shifted toward middle

---

22 We follow BLT’s imputation strategy by using the multiple imputation by chained equation (MICE) algorithm, implemented by the STATA module “ICE.” See the Data Appendix for more information on imputation.

23 We deviate from BLT’s assignment due to a few cases described in the online Appendix. We opted to use the same rankings to aid in comparability and because rankings are quite stable across years.

24 We follow BLT in classifying armed services academies as private rather than public institutions. While they are publicly funded, in many ways (e.g., academic abilities of students) they are more similar to highly selective private institutions.
incomes. Last, the fraction of college students who are male declined, from 49 percent to 46 percent.

To explain the role of rising GPAs in increasing graduation rates, we incorporate individual-by-course level administrative data from two sources. The first dataset combines microdata for all degree-seeking undergraduate students at nine large public universities (Clemson, Colorado, Colorado State, Florida, Florida State, Georgia Tech, North Carolina State, Purdue, and Virginia Tech) for cohorts entering between

<table>
<thead>
<tr>
<th>Variable</th>
<th>All college attendees</th>
<th>BA recipients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom math quartile</td>
<td>0.14</td>
<td>0.18</td>
</tr>
<tr>
<td>Second math quartile</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>Third math quartile</td>
<td>0.29</td>
<td>0.27</td>
</tr>
<tr>
<td>Top math quartile</td>
<td>0.33</td>
<td>0.30</td>
</tr>
<tr>
<td>Math test percentile</td>
<td>58.88</td>
<td>55.93</td>
</tr>
<tr>
<td>Student-faculty ratio</td>
<td>39.35</td>
<td>40.43</td>
</tr>
<tr>
<td>ln(S/F ratio)</td>
<td>3.52</td>
<td>3.55</td>
</tr>
<tr>
<td>Missing S/F ratio</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Student-staff ratio</td>
<td>199.55</td>
<td>197.33</td>
</tr>
<tr>
<td>First-year GPA</td>
<td>2.44</td>
<td>2.65</td>
</tr>
<tr>
<td>Major graduation rate (four-year schools)</td>
<td>0.77</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Father’s education:
- No high school: 0.11 0.10 0.06 0.06
- High school diploma: 0.29 0.28 0.21 0.22
- Some college: 0.22 0.22 0.22 0.21
- Bachelor’s degree: 0.19 0.23 0.25 0.28
- Graduate school: 0.18 0.17 0.27 0.24

Mother’s education:
- No high school: 0.10 0.09 0.05 0.05
- High school diploma: 0.34 0.28 0.26 0.23
- Some college: 0.25 0.26 0.27 0.25
- Bachelor’s degree: 0.18 0.23 0.25 0.28
- Graduate school: 0.12 0.15 0.17 0.19

Parental income ($):
- <10,000/15,000: 0.06 0.06 0.03 0.04
- <20,000/25,000: 0.10 0.09 0.06 0.06
- <25,000/35,000: 0.07 0.11 0.06 0.07
- <35,000/50,000: 0.13 0.18 0.10 0.16
- <50,000/75,000: 0.22 0.23 0.20 0.23
- >50,000/75,000: 0.42 0.33 0.55 0.44

Race/ethnicity:
- Asian: 0.05 0.04 0.06 0.06
- Hispanic: 0.10 0.12 0.06 0.07
- African American: 0.11 0.11 0.07 0.08
- White: 0.75 0.73 0.81 0.79

Male: 0.49 0.46 0.45 0.44

Number of observations: 7,770 8,640 4,110 4,970

Notes: 1988 refers to NELS:88, and 2002 refers to ELS:2002. This table presents summary statistics from 1988 and 2002 for college enrollees and graduates. Math test quartiles come from precollegiate assessment tests. The number of observations is rounded to the nearest ten to comply with the data use agreement.
1990 and 2000 (Ohland and Long 2020). The large public universities data includes student demographic information, admissions information (including SAT scores), individual course grades, and degrees earned for the 530,036 students entering one of these institutions between 1990 and 2000. Table A1 presents summary statistics for the 1990 entering cohort as well as the 2000 entering cohort and shows that these students are quite similar to those from the nationally representative NELS:88 and ELS:2002 in terms of math quartile, race, and gender. The first-year GPA for all students increases from 2.68 to 2.79 over the decade.

Second, we analyze trends in GPA using detailed student course performance microdata from a public liberal arts college (Denning et al. 2021). These data include student demographic information, graduation rates, individual course grades, and student scores on final exams for 14,193 students entering the institution between 2001 and 2012. Table A2 presents summary statistics for early (2001–2003) and late (2010–2012) entering cohorts. While the population at the public liberal arts college is unique in some ways, its distribution across race and ethnicity is similar to those in NELS:88 and ELS:2002. Further, when comparing the dynamics of the public liberal arts college to changes between NELS:88 and ELS:2002, there are similar trends in GPA growth (2.77 to 3.02) and graduation rates (83.1 percent to 85.9 percent) across early and late cohorts.

While these additional administrative datasets are not nationally representative, they offer larger samples that include the course grades of every undergraduate student and more detailed precollege student ability measures from the college application. In the case of the public liberal arts college, course-level final exam data separate from the letter grade provides an additional advantage.

IV. Empirical Strategy for Graduation Rate Decomposition

We wish to decompose the increase in college graduation rates into student factors and institutional factors. In doing this, we closely follow the method used by BLT, which is a modified Blinder-Oaxaca decomposition (Blinder 1973; Oaxaca 1973). The key challenge arises because we are interested in college graduation, which is discrete. Throughout this section, both institutional and student factors will be referred to as \( x_j \).

First, we use a logit model to predict college completion in both the NELS:88 and ELS:2002 samples. This allows for nonlinear effects of any \( x_j \), which are likely to be important in describing changes in graduation rates. If we were using a linear framework, we could simply take the mean change in observable characteristics (\( x_j \)) across the two periods and multiply it by the estimated effect of the observable characteristic. However, using a logit does not allow this simple decomposition because the effect of changes in a given observable characteristic not only depends on the mean size of the change, but also on where in the distribution of

---

25 The MIDFIELD partnership under which we obtained the data does not allow us to report any results separately by institution that would enable readers to identify the institution. Students without a reported SAT or ACT test score (primarily transfer students) are excluded from the tables.

26 The math test frames are different but tell a similar story of positive selection, on the basis of math tests, into college.
the characteristic that change occurs. To simulate the overall change in graduation rates, we use the estimates from ELS:2002 and the covariates in NELS:88 to generate a predicted probability of graduation and compare this to the actual graduation rates in ELS:2002. Generating how much of the overall change is due to changes in all characteristics simply compares the predicted graduation rates using NELS:88 covariates combined with the estimated coefficients from ELS:2002 to the actual graduation rates in ELS:2002.

We also wish to examine the effect of a particular \( x_j \), which is not as straightforward. In principle, we would like to generate the distribution of a particular \( x_j \) from the ELS:2002 sample (i.e., the later cohort) in the NELS:88 sample (i.e., the early cohort) while holding all other variables constant. We follow BLT and do this by matching observations across samples. We will use an example to illustrate this point: math test score percentile. For all students in NELS:88, we assign each student a rank in the distribution of precollegiate math test scores; we also do this for all students in ELS:2002. We then match each student in ELS:2002 with the student who has the same rank in NELS:88 and assign the test score percentile from NELS:88. We break ties randomly. This process ensures that we do not match students with high math scores with students whom we would expect to have low math scores.\(^{27}\) After matching, we then apply the estimates from the ELS:2002 model and see how predicted graduation probabilities change.\(^{28}\)

To interpret these changes causally, we must assume that the logit model of graduation on \( x_j \) accurately captures the causal effect and the relationship between the \( x_j \) and graduation is the same in both time periods. This is a strong assumption that may not hold. However, even if this strong assumption does not hold, this framework, developed by BLT, offers a consistent way to decompose the changes in the graduation rate into the changes in \( x_j \).

The coefficients from the logit for the whole sample and by school type are presented in Table A4 with ELS:2002 in panel A and NELS:88 presented in panel B. We do not discuss these in detail but do note that the coefficients have the expected sign. In particular, a higher student-faculty ratio, lower income, being male, and lower parental educational attainment are associated with reduced probability of graduation.

### V. Results

We start with our base specification, which includes measures of student preparedness, the log of the student-faculty ratio, and initial school type in Table 4. This is the same specification used by BLT, for comparability. It decomposes the change in graduation rates into two main groups. First, we consider changes due to student characteristics (demand side), which include precollegiate math percentile and other student

\(^{27}\) We also reweight the ELS:2002 and NELS:88 samples to have the same number of observations, to facilitate matching. For initial college enrolled, there is not a natural ranking of school types, so we use propensity-score matching to predict what type of college a student would attend. Following BLT, we used propensity-score matching implemented with the STATA module “psmatch2.”

\(^{28}\) Alternatively, we could use the estimates from NELS:88 and the distribution of the covariates from ELS:2002. These results are very similar to those presented in the paper.
characteristics such as parental education, income, and race. Second, we present changes due to institution-level factors (supply side), which include student-faculty ratios and initial school types.

Focusing on the full sample, there is a 3.77 percentage point increase in the probability of graduation from the NELS:88 cohort to the ELS:2002 cohort. The total explained by observable characteristics is $-1.92$. This suggests that covariates would predict that graduation rates would decrease by 1.92 percentage points. Hence, the residual or unexplained change is 5.69 percentage points, or 151 percent of the change is unexplained by covariates. Student preparedness would predict a decline in graduation rates of 1.26 percentage points. Student-faculty ratios explain a 0.28 percentage point decline, and initial school type explains none of the change in graduation rates.

Based on the full sample, Table 4 shows that the distribution of student characteristics and supply-side factors cannot explain much of the increase in graduation rates—in fact, they predict graduation declines. This finding was previewed in Section II, where many of the trends that may affect graduation went in the wrong direction for explaining completion rate trends. Hence, we spend the rest of the paper exploring explanations not considered by BLT.

One potential reason that previous explanations no longer explain the change in graduation rates is that the covariates are no longer predictive of graduation.

Table 4—Decomposition Exercise, Changes in College Graduation, BLT Specification

<table>
<thead>
<tr>
<th></th>
<th>Full sample</th>
<th>Public non-top-50</th>
<th>Public top-50</th>
<th>Private less-selective</th>
<th>Private highly selective</th>
<th>Community college</th>
<th>For-profit schools</th>
</tr>
</thead>
<tbody>
<tr>
<td>NELS:88</td>
<td>48.73</td>
<td>56.12</td>
<td>82.15</td>
<td>72.26</td>
<td>90.50</td>
<td>19.56</td>
<td>25.15</td>
</tr>
<tr>
<td>ELS:2002</td>
<td>52.50</td>
<td>61.01</td>
<td>90.71</td>
<td>71.21</td>
<td>92.16</td>
<td>24.33</td>
<td>24.73</td>
</tr>
<tr>
<td>Total change</td>
<td>3.77</td>
<td>4.89</td>
<td>8.57</td>
<td>-1.05</td>
<td>1.66</td>
<td>4.77</td>
<td>-0.42</td>
</tr>
<tr>
<td>Change due to observables</td>
<td>-1.92</td>
<td>-4.45</td>
<td>-0.42</td>
<td>-0.61</td>
<td>3.60</td>
<td>-0.81</td>
<td>9.43</td>
</tr>
<tr>
<td>Change due to student characteristics</td>
<td>-1.64</td>
<td>-2.64</td>
<td>-0.43</td>
<td>-0.63</td>
<td>2.68</td>
<td>-0.84</td>
<td>9.43</td>
</tr>
<tr>
<td>Math test percentile</td>
<td>-1.26</td>
<td>-2.04</td>
<td>0.15</td>
<td>-0.78</td>
<td>0.26</td>
<td>-0.96</td>
<td>0.26</td>
</tr>
<tr>
<td>Other student characteristics</td>
<td>-0.39</td>
<td>-0.60</td>
<td>-0.58</td>
<td>0.15</td>
<td>2.42</td>
<td>0.12</td>
<td>9.17</td>
</tr>
<tr>
<td>Change due to supply-side factors</td>
<td>-0.28</td>
<td>-1.82</td>
<td>0.00</td>
<td>0.02</td>
<td>0.92</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>Student-faculty ratios</td>
<td>-0.28</td>
<td>-1.82</td>
<td>0.00</td>
<td>0.02</td>
<td>0.92</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>Initial school types</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>5.69</td>
<td>9.35</td>
<td>8.99</td>
<td>-0.44</td>
<td>-1.94</td>
<td>5.58</td>
<td>-9.86</td>
</tr>
</tbody>
</table>

Notes: These differences were created by finding the difference between observed ELS:2002 graduation rates and simulated ELS:2002 graduation rates using distributions of NELS:88 variables. Math test percentiles come from precollege assessment tests. “Change due to observables” uses the NELS:88 distribution for all observable variables, that is, how much all observed variables predict the change in graduation. “Math test percentile” uses the NELS:88 distribution only for math test percentile and observed ELS:2002 distributions for all other observable variables. Similarly, change due to student-faculty ratios and initial school types use the NELS:88 distribution for only student-faculty ratios and initial school types, respectively. The change due to supply-side factors is the sum of change due to student-faculty ratios and change due to initial school types. The change due to student characteristics is the difference between change due to observables and change due to supply-side factors. The change due to other characteristics is the difference between change due to student characteristics and the change due to math test percentile. The residual is the difference between the total change and the difference due to observables.
However, Table A4 reports the coefficients for various covariates. All have the expected sign and are statistically significant. Further, the coefficients are qualitatively similar across the samples.

A. Rising College Grades

In Section II, we previewed a potential change that could explain increasing graduation rates despite the apparent changes in student preparation and other covariates—rising college grades. Both improving preparation for college (in ways not captured in NELS:88 and ELS:2002) or relaxing grading standards would increase graduation rates and be evidenced by increases in students’ GPAs.

We find evidence that the increase in grades is due to grade inflation. We document several facts about GPA in the NELS:88, ELS:2002, large public universities, and public liberal arts college datasets. First, GPA predicts graduation. Second, GPAs are increasing over the time frame considered. Third, the growth in GPAs is not well explained by observable student characteristics, course-taking behavior, or performance on final exams that have a constant level of difficulty over time. These facts, combined with trends in student study time and employment, suggest that standards for degree receipt have changed due to grade inflation.

GPA Predicts Graduation.—First-year college GPA is predictive of graduation in each of our datasets. Table 5 presents the coefficients from a linear probability model where graduation is predicted using a linear effect of GPA. Panel A presents results based on the NELS:88 and ELS:2002 samples, and panel B, the public liberal arts college. The relationship between GPA and graduation rate between the NCES samples in panel A is very similar, so we focus on NELS:88 in our discussion. Without controlling for any other covariates, a one-point increase in GPA is associated with a 30 percentage point increase in the probability of graduation. Subsequently, controlling for student characteristics, graduation rate of a student’s selected major, and major fixed effects still yields large and precisely estimated associations between GPA and graduation: in each case, a one-point increase in GPA and leads to a 23–24 percentage point increase in graduation (standard errors are approximately 1 percentage point). Similarly, in Table A5 and in panel B of Table 5, we find that a one-point increase in GPA corresponds to a 16–21 percentage point increase in graduation in the large public universities and public liberal arts samples depending on the dataset and controls included.

We also show that this relationship is somewhat nonlinear in each dataset. In both Figure 3 (NELS:88 and ELS:2002) and Figure A2 (large public universities and public liberal arts college), we regress graduation on bins of GPA while controlling for covariates such as demographics, test scores, and institution type and plot the coefficients and 95 percent confidence intervals with GPAs larger than 3.5 being the excluded category. In each sample, and in each cohort, the change in the probability of graduation is largest for GPAs between 1.0 and 2.5. That is, improvements in GPAs in that range correlate with meaningful increases in graduation, whereas GPAs above or below that range do not change the probability of graduation as much.
GPA likely has a causal effect on graduation for two reasons. First, students must generally maintain a GPA above certain thresholds to avoid dismissal. This induces a mechanical, causal relationship between GPA and graduation (Ost, Pan, and Webber 2018). Second, GPA can also act as a signal about a student’s schooling.

For example, each institution in our sample of large public universities has a dismissal policy based on cumulative GPA. These dismissal policies have varying details but typically require students to maintain a 2.0 GPA.
ability (Arcidiacono et al. 2016; Butcher, McEwan, and Weerapana 2014). In either of these cases, higher GPAs cause more students to graduate.

**GPAs Are Increasing over Time.**—Table 3 shows that GPAs among enrollees increased from 2.44 to 2.65 between the NELS:88 and ELS:2002 samples. We explore changes in GPA in more detail. Where did GPAs increase the most? Figure 4, which plots the cumulative density function of GPAs for each type of institution, shows that GPAs increased throughout the distribution for every type of school we examine except for-profit schools. The GPA increases were somewhat larger at public schools than at private schools, perhaps because the GPAs at private schools were already much higher than at public schools, on average, in NELS:88. Overall, we find that 11 percent more students have a GPA above a 2.0 in ELS:2002 than in NELS:88 (Table A7). This is notable because many institutions have rules about academic probation requiring GPAs of around 2.0 to continue enrollment. Hence, the changes in GPA occurred where GPA is most predictive of changes in graduation.

This pattern of increasing GPAs is present in every sample we observe. Figure A3 examines GPAs in two samples of large public universities and shows that GPAs increased between 1990 and 2000 and again between 2009 and 2014. Figure A4 shows a large increase in GPAs between the 2001–2003 and 2010–2012 cohorts at the public liberal arts college and that, similar to patterns shown in Figures 4 and A3, the fraction of students with at least a 2.0 GPA significantly increased.

**Higher GPAs Are Not Explained by Changes in Student Characteristics or Preparation.**—GPAs are increasing over time and cannot be fully explained by changes in student characteristics. We test this in the NELS:88 and ELS:2002 samples by regressing GPA on precollegiate math score, demographic characteristics, initial school type, and an indicator for being in the later period (meaning ELS:2002) in Table 6. If student characteristics changed in ways that predicted the change in GPA, the ELS:2002 indicator would become smaller with the additional controls. However, additional controls—including parental education, parental income, race, gender, and math test scores—do not change the effect of GPA substantively, and there is a meaningful and statistically significant coefficient on ELS:2002 ranging from 0.21 to 0.31, indicating that GPA is higher in ELS:2002.

We also control for student preparedness using the rich data on high school courses taken in the NCES datasets. We create a set of indicator variables for advanced coursework that is consistently measured. These include courses in calculus, physics, chemistry, biology, and US history. We control for these in column 5.

---

30 This can also be true for satisfactory academic progress, which is required to maintain financial aid eligibility (Schudde and Scott-Clayton, 2016).
31 The lower panel of Figure A3 shows the distribution of first-year GPA in 2009 and 2014 for a different sample of public schools where we observe course grades in more recent years, including the University of Colorado, Colorado State University, North Carolina State University, the University of North Carolina at Charlotte, the University of Oklahoma, Purdue University, South Dakota School of Mines & Technology, and Utah State University. First-year GPA continues to increase in the later period, although it is running out of expansion room in the upper-right-hand corner of the figure, suggesting that the increase in the distribution of GPAs at these institutions will necessarily slow.
We also control for some courses that did not appear in the earlier period in column 6 (namely, Advanced Placement Language and Literature courses). Finally, we control for the total number of math and science courses taken in high school in column 7. In every case, our main result holds: student preparedness, measured through test scores and high school coursework, does not explain the increase in first-year college GPA.

While the patterns observed in the nationally representative NELS:88 and ELS:2002 data indicate that rising GPAs may be due to decreasing standards, administrative data from our large public universities allow us to explore the source of

**Figure 4. Smoothed CDF of First-Year GPA for 1988 and 2002 by Institution Type**

rising GPAs in more detail. An advantage of this data is that it includes additional information about potential student preparation, including home zip code, transfer status, and US citizenship. Furthermore, the size of the data allows us to flexibly control for SAT scores with fixed effects for every SAT math and reading score interacted with the university.\footnote{We restrict our sample to students who have a valid measurement for all of the characteristics. This largely omits transfer students, who often do not have an SAT score. The SAT was recentered beginning in 1995, and so we use a concordance to make scores comparable before and after this date. Similarly, we use published concordances to convert ACT scores to SAT equivalents.} Table 7 is a cross-cohort analysis where we examine the time trend in first-year GPA. Column 1 shows a statistically significant increase of 0.019 per year in first-year GPA between 1990 and 2000. Controlling for demographic characteristics, school attended, and home zip code leaves the coefficient unchanged. Including very flexible controls for SAT scores reduces the coefficient on year of entry only slightly, to 0.014. We also include fixed effects for major by institution to account for the potential of changing major composition. Last, we include fixed effects for all first-semester courses, and the coefficient is unchanged. We include these fixed effects to account for shifts in student course-taking that may explain changes in GPA but find that courses taken cannot explain the change in GPA.

This evidence shows that rising grades cannot be meaningfully explained by demographics, preparation, courses, major, or school type. Put another way, equally prepared students in later cohorts from the same zip code, of the same gender and race, with the same initial courses, the same major, and at the same institution have higher first-year GPAs than earlier cohorts.

Interpreting These Facts about GPA.—We have documented that GPAs are higher at the end of our study period than they were at the beginning and that the increase is not explained by observable student characteristics. We interpret this evidence

<table>
<thead>
<tr>
<th>Coefficient on 2002 indicator</th>
<th>0.21</th>
<th>0.28</th>
<th>0.28</th>
<th>0.32</th>
<th>0.31</th>
<th>0.29</th>
<th>0.31</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student characteristics</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Major graduation rate</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major fixed effects</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Course indicators</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inconsistent course indicators</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total math and science credits</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: 1988 refers to NELS:88, and 2002 refers to ELS:2002. This table shows the coefficient on an indicator for an observation being 2002. Student characteristics include indicators for parental education, parental income, race, and gender as well as the percentile of math test scores. Math test score percentiles come from precollegiate assessment tests. “Major graduation rate” controls for the graduation rate of a student’s major, and “major fixed effects” are fixed effects for a student’s choice of major. Course indicators include indicators for taking advanced calculus, physics, biology, chemistry, and Advanced Placement US history. “Inconsistent course indicators” adds controls for AP English Literature and Composition, which did not exist in 1988. “Total math and science credits” controls for the total number of credits in math and science.
as consistent with grade inflation. However, other explanations are consistent with higher GPAs. For instance, students could be studying more. Unfortunately, we do not observe student study time or effort in our data. However, the trends presented in Babcock and Marks (2011) suggest that time spent studying declined over this period. Another explanation is that perhaps students are more efficient at studying. This could be true, but is hard to test absent measures of student study. The gains from efficiency would have to be large enough to exceed the decline in study time.

The ideal test for whether rising grades can be explained by student preparation, effort, or learning would be a comprehensive assessment that had constant difficulty over the years, given to students, that assessed learning occurring in all college courses. Then, we could see if the grades of students who scored the same on the assessment were increasing over time. We closely approximate this ideal test with our public liberal arts college data. These data allow us to control for course-level final exam scores, which provide potentially objective measures of student knowledge and learning. Specifically, all freshmen must complete a required liberal arts curriculum that has common final exams in each course—exams that do not appear to have increased in difficulty over time. Furthermore, these final exams are often graded automatically or in teams and, in at least one subject, students are given identical exams year-after-year.

Table 7—Changes in GPA over Time, Large Public Universities

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year of entry</td>
<td>0.019</td>
<td>0.019</td>
<td>0.018</td>
<td>0.018</td>
<td>0.014</td>
<td>0.015</td>
<td>0.014</td>
</tr>
<tr>
<td>Student characteristics</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Home zip code fixed effects</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>University fixed effects</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>SAT math and verbal fixed effects</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Major fixed effects</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>First-semester course fixed effects</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Notes: This table reports the time trend in first-year GPA from 1990 to 2000 at Clemson, Colorado, Colorado State, Florida, Florida State, Georgia Tech, North Carolina State, Purdue, and Virginia Tech. “Student characteristics” includes age and indicators for race and ethnicity, gender, transfer student, and US citizenship. “Home zip code fixed effects” includes a catch-all category for students without a reported US zip code. Indicators for each SAT math and SAT verbal score are interacted with indicators for the university. Institution-specific major fixed effects (defined at the end of the student’s first year of college) and course fixed effects for every course in the student’s first semester at the university are included in the final two specifications. Each observation is a unique student.

33 We asked course representatives the following free-response question in an email survey: “From 2001 (or as early as you are aware) to now, has the difficulty of [final exams] increased, declined, or stayed about the same? If the [final exams] have changed in difficulty, when did the changes occur?” We received responses from 86 percent of the messaged faculty. No faculty indicated that tests had become more difficult, 58 percent indicated that difficulty had remained about the same or became easier over time, and 42 percent either did not know, could not tell, or gave an answer that was not responsive to the question.

34 In our email survey to course representatives, we asked, “Are [final exams] graded automatically (e.g., computer, scan, multiple choice), by a student’s instructor, or by team?” In response, 42 percent of faculty indicated that finals were graded automatically or in teams, 33 percent indicated that finals were graded in part automatically and in part by instructor, and 25 percent indicated that finals were graded by instructors.
In Table 8, we estimate how GPA has changed over time at the individual-by-course level at the public liberal arts college, adding controls successively for each course, demographic characteristics, final exam scores, and, in two required science courses, the exact version of the test given. In Column 1, we estimate the correlation between the year of entry and freshman course grades. We find that entry a year later corresponds to a statistically significant 0.025 point increase in GPA. In columns 2, 3, and 4, we control successively for course fixed effects, student characteristics (including SAT test score quartiles), and final exam scores. We find that including these controls has little effect on the relationship between year of entry and freshman grades, suggesting that broad changes in the courses students take, characteristics of students, and overall learning (as measured by final exam performance) are unlikely to explain improving GPAs over time. To investigate whether student sorting into courses to which they are better matched could explain these patterns, in column 5, we restrict our analysis to courses that are part of a required liberal arts curriculum. Our results suggest that student sorting is unlikely to explain improving GPAs over time, as our estimates are indistinguishable from those in column 4.

One potential weakness of this approach is that courses may change or final exam content could change over time. While course representatives do not think this is happening, as indicated in their responses to a survey we distributed, we provide a stronger test of whether improving grades over time could be explained by increased learning. We analyze the relationship between year of entry and GPA in two required freshman science courses where the final exams are comprehensive, are graded by machine or in teams, and change little or not at all from one year to the next. Specifically, we examined every final exam, question by question, from 2001–2012 and found that in both required courses, 9 out of 12 of the final exams given were identical to an exam given in another year. This setting allows for a very close approximation of the ideal test for grade inflation.

In column 6 of Table 8, we control for course fixed effects, demographic characteristics, and final exam scores in these two science courses and find that entry a year later corresponds with a large and statistically significant 0.060-point increase in GPA. In column 7, we additionally control for an exact exam fixed effect and find that entry a year later corresponds with a 0.053-point increase in GPA. In column 8, when we replace the final exam control with a control for test-specific final exam scores, our results are essentially unchanged. Students with the exact same score on the exact same final exam earned better grades in later years. Our finding that grades are increasing over time, even when student characteristics and performance on identical comprehensive final exams are accounted for, suggests that standards for degree receipt are easing over time at the public liberal arts college.

---

35 Additionally, the structures of these courses have not changed significantly over time, with the final exams having constant point values over time and accounting for between 20–26 percent of the final grade in each course.
36 In each year, in both courses, a majority of questions from the final exam were identical to questions asked in the prior year’s final exam. Furthermore, in the first course, enrolling cohorts in 2002, 2007, 2009, 2010, and 2012 were given identical tests as the prior cohort. In the second course, enrolling cohorts in 2003, 2005, 2009, 2011, and 2012 were given identical tests as the prior cohort.
While the evidence at the public liberal arts college is specific to that university, we believe that it is likely informative of broader trends. The public liberal arts college has similar graduation and GPA trends as the NELS:88 and ELS:2002 samples.

First, in panel B of Table 5, we find that after controlling for observable characteristics, a one grade-point increase is associated with a 21 percentage point increase in the probability of graduation in both the early (2001–2003) and late (2010–2012) cohorts entering the public liberal arts college. This is nearly identical to the 24 and 22 percentage point increases estimated in the NELS:88 and ELS:2002 samples in panel A of Table 5. Second, Figure A2 shows similar nonlinear relationships between GPA and graduation in both early and late public liberal arts college cohorts and the relationships found in the NELS:88 and ELS:2002 samples (Figure A2): in each of the four samples, the change in the probability of graduation is largest for GPAs between 1.0 and 2.5. Finally, in Figure A4, we show that increases in GPA between the early and late public liberal arts college cohorts are similar to those found between NELS:88 and ELS:2002, as shown in Figures 4 and A3.

Adding GPA to the Decomposition.—Given the evidence that GPA is changing over time and that GPA is predictive of graduation, we show how much of the change in graduation rates can be explained by changes in GPA. We add GPA to the decomposition exercise since it is increasing over time and predictive of graduation. We note that this is a “bad control” because it is endogenous to the type of college a student attends, among other things. We include it in the decomposition analysis in the spirit of looking for a mediator rather than interpreting the effects of changing GPA causally. Table 9 presents the same decomposition exercise with one notable change.

### Table 8—Changes in GPA over Time, Public Liberal Arts College

<table>
<thead>
<tr>
<th></th>
<th>All freshman courses</th>
<th>Required</th>
<th>Science</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Year of entry</td>
<td>0.025</td>
<td>0.023</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Course fixed effects</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Student characteristics</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Final exam scores</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Exact test version fixed effect</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Test-specific final exam scores</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Observations</td>
<td>139,190</td>
<td>139,190</td>
<td>139,190</td>
</tr>
</tbody>
</table>

Notes: Observations are at the student-course level. Standard errors clustered at the student level. Samples in each column include students from 2001–2012 enrolling cohorts. Freshmen take a required liberal arts curriculum that includes courses in math, science, social science, English, and history. Demographic variables include age, sex, race, SAT math composite quartile, and SAT verbal composite quartile. Between 2001–2012, tests in two required science courses had similar structures, content, and point values year after year. In the first course, enrolling cohorts in 2002, 2007, 2009, 2010, and 2012 were given identical tests to the prior cohort. In the second course, enrolling cohorts in 2003, 2005, 2009, 2011, and 2012 were given identical tests to the prior cohort. Columns 1–4 include observations from all courses taken during freshman year. Column 5 includes student-course observations from all required freshman courses. Column 6 includes all student-course observations from a required science sequence. Columns 7–8 include estimates for students who took an identical test to at least one other cohort within the required science sequence. Column 7 controls for the exact version of the test that students received while column 8 controls for the interaction between test version and score, essentially creating a comparison of students with the same score on the same test.
to the specification used by BLT: the inclusion of first-year GPA.\(^{37}\) The addition of GPA substantially increases the change in graduation rate due to observables.\(^{38}\) For the full sample, the change due to observables (including first-year GPA) is 2.49 percentage points, or 66 percent of the total change. The change explained by GPA alone is 3.57 percentage points, or 95 percent of the observed change.\(^{39}\) The total change due to observables grows substantially with the inclusion of GPA at all schools. At non-top-50 public schools (the largest category), observables explain 57 percent of the change in graduation. First-year GPA is an imperfect proxy for grade inflation but still explains a substantial portion of the observed change.

A related explanation is that many schools are more efficient in producing degrees. For example, improved access to technology (Farlie and London 2012), the emergence of residential learning communities (Hotchkiss, Moore, and Pitts 2006), the expansion of experiential learning approaches (Hawtrey 2007), and other pedagogical advancements could have improved educational efficiency over this

<table>
<thead>
<tr>
<th></th>
<th>Full sample</th>
<th>Public non-top-50</th>
<th>Public top-50</th>
<th>Private less-selective</th>
<th>Private highly selective</th>
<th>Community college</th>
<th>For-profit schools</th>
</tr>
</thead>
<tbody>
<tr>
<td>NELS:88</td>
<td>48.73</td>
<td>56.12</td>
<td>82.15</td>
<td>72.26</td>
<td>90.50</td>
<td>19.56</td>
<td>25.15</td>
</tr>
<tr>
<td>ELS:2002</td>
<td>52.50</td>
<td>61.01</td>
<td>90.71</td>
<td>71.21</td>
<td>92.16</td>
<td>24.33</td>
<td>24.73</td>
</tr>
<tr>
<td>Total change</td>
<td>3.77</td>
<td>4.89</td>
<td>8.57</td>
<td>-1.05</td>
<td>1.66</td>
<td>4.77</td>
<td>-0.42</td>
</tr>
<tr>
<td>Change due to observables</td>
<td>2.49</td>
<td>2.77</td>
<td>2.44</td>
<td>2.73</td>
<td>5.75</td>
<td>2.57</td>
<td>3.31</td>
</tr>
<tr>
<td>Change due to student characteristics</td>
<td>-0.92</td>
<td>-1.65</td>
<td>-0.85</td>
<td>-0.01</td>
<td>2.27</td>
<td>-0.41</td>
<td>7.13</td>
</tr>
<tr>
<td>Math test percentile</td>
<td>-0.75</td>
<td>-1.12</td>
<td>0.08</td>
<td>-0.30</td>
<td>0.06</td>
<td>-0.65</td>
<td>0.32</td>
</tr>
<tr>
<td>Other student characteristics</td>
<td>-0.17</td>
<td>-0.53</td>
<td>-0.93</td>
<td>0.29</td>
<td>2.21</td>
<td>0.24</td>
<td>6.81</td>
</tr>
<tr>
<td>Change due to supply-side factors</td>
<td>-0.16</td>
<td>-1.68</td>
<td>0.00</td>
<td>0.00</td>
<td>0.69</td>
<td>0.09</td>
<td>-0.13</td>
</tr>
<tr>
<td>Student-faculty ratios</td>
<td>-0.20</td>
<td>-1.68</td>
<td>0.00</td>
<td>0.00</td>
<td>0.69</td>
<td>0.09</td>
<td>-0.13</td>
</tr>
<tr>
<td>Initial school types</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change due to GPA</td>
<td>3.57</td>
<td>6.09</td>
<td>3.29</td>
<td>2.74</td>
<td>2.78</td>
<td>2.89</td>
<td>-3.69</td>
</tr>
<tr>
<td>Residual</td>
<td>1.27</td>
<td>2.13</td>
<td>6.13</td>
<td>-3.78</td>
<td>-4.08</td>
<td>2.20</td>
<td>-3.73</td>
</tr>
</tbody>
</table>

Notes: These differences were found in the same way as the differences in Table 4, but adding another counterfactual: ELS:2002 graduation rate, using the NELS:88 distribution for GPA and using all other ELS:2002 observables. Furthermore, the change due to other characteristics is found by subtracting change due to GPA and change due to supply-side factors from change due to observables.

\(^{37}\) Comparing the results from Table 4 and Table 9 directly is difficult because we use different regressions in each table. As a result, the change in graduation rates explained by each non-GPA factor differs slightly. However, the change in graduation rates due to non-GPA factors tells a very similar story in both settings.

\(^{38}\) Although BLT does not include first-year GPA in its decomposition, it is unlikely to have similar explanatory power in that context due to trends in GPAs during the timeframe they study. Rojstaczer and Healy (2010) document little change in GPAs between the early 1970s (NLS:72 cohort) and early 1990s (NELS:88 cohort). By contrast, Rojstaczer and Healy document significant increases in GPA in subsequent years.

\(^{39}\) We also can add GPA nonlinearly. We do this by replacing the linear effect of GPA with indicators for bins of GPA that are 0.5 GPA points wide in Table A6. When we do this, the results are substantively similar, with GPA explaining slightly less of the change in graduation rates overall. GPA has less explanatory power at selective schools when discretizing first-year GPA. However, we do not allow the coefficients for GPA bins to vary by school type for tractability. This assumes that the same ranges of GPA are predictive for graduation across school types, which may not be true.
time. Measuring efficiency in producing graduates is very difficult, especially if quality is not fixed. While our evidence suggests that increased learning cannot explain rising grades or graduation rates at the public liberal arts college, it is possible that increased learning could explain some of the increases in other settings. However, the gains in efficiency would have to overcome the trends we have documented, including declining resources, increasing tuition, stagnant student preparation, increasing student employment, decreasing study time, etc. Given the steady and large increases in graduation in the face of these trends predicting graduation declines, we find that grade inflation is likely to be at least part of the explanation.

B. Major Choice and Other Explanations

Another possible explanation for increasing college graduation rates is students’ choices of majors, if students have moved to majors with higher graduation rates. Table 3 shows that the graduation rates of majors chosen by students stayed very similar or slightly declined; that is, students chose majors that had slightly lower graduation rates in ELS:2002 than they did in NELS:88. To isolate the effect of major choice, we fix major graduation rates at their NELS:88 levels and apply them to the actual major choices made in ELS:2002. We find that predicted graduation rates and actual graduation rates are very similar. In results not presented, we add a student’s major graduation rate to the decomposition and find it does not explain much of the change in graduation rates.

Another potential explanation for our results is that colleges may have increased their focus on graduation rates by increasing programs and funding for student success initiatives. This is a difficult mechanism to test. First, we look at staff expenditures using data from IPEDS. Institutions report spending on “other” professional staff “for the primary purpose of performing academic support, student service, and institutional support.” This measure likely includes staff working on student success initiatives but also includes things that are unlikely to be related to student success. Trends in this variable can be seen in Table A3. Overall, spending on support programs cannot explain much of the increase in graduation rates because they are largely the same across cohorts. However, there are some increases at more selective schools in measures of “other professional staff,” suggesting that these increases have scope to explain some of the increase in graduation rates at these schools. Similarly, we see an overall decrease in instructional expenditures, which represents an alternative way to measure investment (relative to student/faculty ratios). Private schools did see some increase in instructional spending, which could explain some of the increase in graduation. However, when we use this measure instead of student-faculty ratios, we find qualitatively similar results.

We are interested in heterogeneity by school type but are somewhat limited by the size of the sample for some school types. As we noted, the increase in graduation rates across NELS:88 and ELS:2002 is statistically significant overall, for public top-50s, public non-top-50s (at the 10 percent level), and community colleges. We are limited in our ability to assess the relative importance of various factors across school types because there are not statistically significant changes in graduation
rates for all school types. That said, if anything, GPA has larger explanatory power for public universities than for private universities.

VI. Discussion and Conclusion

In this paper, we carefully document that college graduation rates have increased from the 1990s to 2010. This represents a change in the pattern documented by BLT. In contrast to BLT, we do not find that traditional measures of student characteristics or colleges explain much of the change in graduation rates. Rather, we show that student GPAs increased over this time period and that this change can explain much of the increase in graduation rates.

We present evidence, from national survey data and detailed administrative data from nine large public universities, that the increase in GPA is not explained by observable student or institutional characteristics. In our public liberal arts college sample, we find that grades are increasing after controlling for comprehensive final exam performance. Furthermore, in two required science courses, we find that grades are rising over time even when comparing students who received the same score on identical exams. Combined with existing work on trends in student study, college preparation, labor supply, the price of college, and resources per student, our evidence suggests that grade inflation is contributing to increasing grades and graduation rates.

Why did grade point averages increase from the 1990s to 2010? One likely candidate is the recent policy focus on college completion rates. As schools face increased scrutiny and, in some cases, increased funding incentives, they may respond by taking action to increase graduation rates. Changing standards for degree receipt is a low-cost way to increase graduation rates. In support of this interpretation, the increase in graduation rates is concentrated at public schools that have seen more of their funding tied to graduation. However, we find that grades have risen at all school types aside from for-profit colleges.

Further, spending per student declined, suggesting that colleges did not increase spending to help students graduate. Additionally, instructors and departments have incentives to raise grades to improve their student evaluations and enrollments, respectively.

While many are likely to decry the trend in rising grades, the welfare implications of this rise are ambiguous. In either a human capital or a signaling model of education, declining standards of degree receipt, as indicated by rising college grades, would predict that the reduced average skill of graduates would lead to a declining college wage premium. However, there is evidence that there has been increasing demand for college-educated workers (Autor, Katz, and Kearney 2008), and decreased standards for degree receipt could act to meet this demand and increase economic growth, even if new college graduates have less skill on average than prior cohorts.

\[^{40}\text{It is not clear how grade inflation would affect the earnings return to GPA for college graduates. If grade inflation were uniform, with every student’s GPA increased by the same amount, GPAs would become more compressed, as high GPAs are censored. This would imply that a one-point increase in GPA represents a larger change in performance, which would drive up the returns to GPA. However, if the grade inflation is not uniform, it could reduce the signaling value of GPA in the labor market, which would reduce the earnings return to GPA.}\]
Further complicating the interpretation of grade inflation, rising grades may affect major choice and the subsequent earnings returns to education. Majors that see greater levels of grade inflation are likely to attract more students (Butcher, McEwan, and Weerapana 2014). Because majors with traditionally low GPAs, such as those in STEM fields, may have the most room to increase grades, rising grades may lead to an increase in the number of students in these majors.

Finally, if student effort is not fixed, declining standards have ambiguous predictions for overall student effort and subsequent learning. For example, if the objective of most students is to avoid the risk of failure and academic probation, then decreasing standards are likely to reduce effort and learning for all students except those on the margin of passing. However, if students seek to maximize their GPA, decreasing standards may increase learning as decreasing standards increase the GPA returns on effort for all but the highest-performing (A or A+) students. Given the ambiguous implications of grade inflation in higher education and social welfare, future work should consider the effects of grade inflation on learning, major choice, the decision to enroll in graduate school, the skill composition of the workforce, and the college wage premium.
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